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ネットワーク基盤技術の概要

NTTは，従来から培ってきた固定電

話網が持つ高品質，信頼性および

安定性などの特長と，IPネットワーク

が持つ多様なサービスへの対応，経済

性などの特長を合わせ持つ，次世代

ネットワークの実現に取り組んでいま

す．その構成としては，技術革新や

サービスの高度化・多様化に対応でき

るようレイヤ構造モデルを採用すると

ともに，次世代ネットワークの標準仕

様に適合したアーキテクチャとするこ

とを想定しています．また，さまざま

なプレイヤーが多彩なアプリケーション

サービスを提供し，さらに他社IPネッ

トワーク等との相互接続性を確保した

オープンなネットワークとするためのイ

ンタフェースを規定することを目指し

ています．本稿では，この次世代ネッ

トワークへの適用を目指して，研究所

が技術確立に取り組んでいるネット

ワーク基盤技術を紹介します．

図１は，研究所が取り組んでいる

ネットワーク基盤技術の全体像を示し

たものです．ネットワークは，コアネッ

トワーク層とサービス制御層から構成

されており，インタフェースとしては，

光アクセスとお客さま端末との間の

UNI（User-Network Interface），他

網との間のNNI（Network-Network

Interface），そして，アプリケーショ

ンサーバ群とのインタフェースとしての

SNI（Application Server-Network

Interface）の３つが想定されていま

す．他網としては，電話網やISPだけ

でなく，他の次世代ネットワークとの

IPベースでの接続も想定しています．

コアネットワーク層の基盤技術とし

ては，光アクセス，サービスエッジ，

イーサエッジ，大容量ルータ，他網と

の接続用ゲートウェイ群，および各種

リンクシステムなどの技術に取り組ん

でおり，サービス制御層については，

セッション制御サーバなどのサーバ系

の技術に取り組んでいます．

転送系技術

次世代ネットワークの転送系ネット

ワークは，光アクセスを利用したブ
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図１　次世代ネットワークの基盤技術と構成例 
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ロードバンドユーザが数千万加入規模

となることを見据えた拡張性，さまざ

まなアプリケーションサービスをそれぞ

れの要求品質で提供するための品質制

御機能，不正アクセス等を抑止する高

いセキュリティが求められるため，次

のような技術が重要になると考えてい

ます．

① 大規模ネットワークを考慮した

階層化によるシンプルなネットワー

ク構成と，IPv4/v6デュアル体系

を具備した拡張性のあるルーチン

グデザイン

② ネットワーク帯域をセッション

単位に管理し，必要な都度リソー

ス割当を行うことによる通信品質

制御機能の実現

③ 事業者間接続のためのトポロジ

隠蔽機能の実現

転送系ネットワークの主な構成要素

としては，大容量コアルータとサービ

スエッジからなる階層化構成を検討し

ています．

大容量コアルータについては，今後

大量のブロードバンドトラヒックに対

応するため，装置内が冗長化された

Tbit/s級のものとなると想定されます．

この大容量コアルータを，ネットワー

クとしても冗長化して信頼性を向上さ

せることで，シンプルかつ高信頼な網

構成を最小限の階梯で実現する設計法

を検討しています．ルーチングについ

ては，IPv4とIPv6で同一の論理構成

とルーチング方式をとるデュアル体系

を具備し，IPv6の普及を見越した拡

張性のあるルーチングデザインを検討

しています．また，大規模かつ高信頼

なIP放送サービスの実現に向けて，２

ルート化によるネットワーク的な冗長

化を行い信頼性を向上させる等マルチ

キャストルーチング方式を検討してい

ます．これにより，増え続けるトラヒッ

クを効率的に収容し，設備コストと運

用コストの削減と，大規模ネットワー

クへの拡張性の両立を目指しています．

さらに，次世代ネットワークではさ

まざまな要求の通信サービスに対応す

るため，複数の品質クラスを提供する

ことを想定しており，Diffservなどの

IPパケットの転送優先制御を利用する

方式を検討しています．品質クラスを

規定することにより，パケットロスや

遅延時間，遅延ゆらぎ時間に対して要

求の厳しいトラヒックを効率的に扱え

るようになります．

サービスエッジでは，ネットワークに

流入するパケットを，それぞれの通信

に応じた通信品質クラスに分類したう

えで，通信品質クラスの優先度に応じ

たパケット転送制御を行いながらネッ

トワーク内に転送します．また，優先

度の高い通信品質クラスへの不正アク

セスや，想定以上の呼ごとのトラヒッ

クはブロックされます．なお，この通信

ごとの通信品質クラスや想定トラヒッ

クについては，各通信品質クラスのト

ラヒックを管理するセッション制御サー

バからサービスエッジに伝えられること

を想定しています．このサービスエッ

ジとセッション制御サーバとの連携に

よるネットワークとしてのエンド・ツー・

エンド品質制御の方式については，後

述します．なお，他網接続ゲートウェ

イにも同様の通信品質制御機能を備え

ることを検討しています．

サービスエッジの不正アクセス対策

や他網接続ゲートウェイのトポロジ隠

蔽の機能などは，次世代ネットワーク

のセキュリティ確保にも役立つと考え

ています．

今後は，さらなる高信頼化，ネット

ワークの効率化を目指した高速故障復

旧技術やトラヒックエンジニアリング

技術の適用を検討していきます．

リンク系技術

前述の大容量コアルータやサービス

エッジなどを組み合わせて，大規模な

次世代ネットワークを実現するために

は，これらを結ぶための基幹系光ネッ

トワークの大容量化が必要になります．

特に，分散する多数のノードを少対の

光ファイバで効率よく接続するような

領域では，伝送路トポロジとしては通

常リング形が適用されているため，今

後の次世代ネットワークのトラヒック

需要に対応していくためには大容量で

経済的な光リングシステムの開発が必

要になると考えています．

このニーズに対応するため，DWDM

（Dense Wavelength Division Mul-

t ip lex ing：高密度波長分割多重）

技術により，光ファイバに数十波もの波

長を多重可能な大容量光リングシステム

であるROADM（Recon f igurab l e

Optical Add/Drop Multiplexer：

再構成可能な光アドドロップマルチプ

レクサ）の開発を行っています．現状

では，１つの波長に10 Gbit/sの信号

を収容しており，ROADMの総伝送容

量としては，サブテラビット（数100

Gbit/s）級システム実現に向けた技術

確認が行われており，リング長として

は数100 kmに及ぶリング面を構成す

ることが可能です．

ROADMの特長は，小型，高信頼，

低損失なROADM光スイッチを内蔵す

ることにより，電気―光変換を行うこ

となく光信号を波長単位でAdd/Drop

することで，低コスト化を実現してい

る点にあります．

ROADMシステムの構成例を図２に

示します．多数のROADMノードがリ

ング状の光ファイバで接続されており，

これらのR O A DMノードがO S S

（ Operation Support System： 運
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用支援システム）により監視制御され

ています．このシステムは，リング内

の光パスの一括監視を行うとともに，

新たなトラヒック需要が生じた場合に，

OSS端末から各ROADMの光スイッ

チの制御を指示することにより，遠隔

からパス開通設定を行うことが可能で

す．このため，光ファイバの誤抜去・

誤接続等による事故の発生防止に大変

有効です．このシステムは，複数のリ

ングシステムを一括して監視すること

もできます．

ROADM光スイッチ部の構成を図３

に示します．入力されたWDM信号を

AWG（A r r a y e d－Wa v e g u i d e

Grat ing：アレイ導波路回折格子）

と呼ばれる合分波器で波長別の光信号

に分離した後，それぞれの波長をその

R O A D MでD r o p するか，次の

ROADMに向けてスルーするのか，ま

た，そのROADMで入力された光信号

をどの波長に入れて次段のROADMに

送るのかを光スイッチの設定により制

御します．

今後は，より小型で信頼性に優れた

光デバイスの適用性の検討を行いつつ，

ROADMのさらなる波長多重度の向

上，伝送距離の拡大，OSSの操作性

の向上に取り組んでいきます．

サーバ基盤技術

従来から，ネットワーク内の通信を

制御するサーバに対しては，①大規模

ネットワークに要求される高い信頼

性・可用性，②大幅な設備投資・運

用コストの低減，③保守運用機能の

さらなる充実，④設備の維持・拡充性

の担保，が求められてきました．

次世代ネットワークのセッション制

御サーバでは，さまざまなブロードバン

ドサービスの実現に向けて端末との間

での通信制御プロトコル処理が一層，

多様化・複雑化する一方で，エンド・

ツー・エンド品質制御等の実現のため

に転送系ネットワーク装置をリアルタ

イムに制御するなど，ネットワークサー

ビス実現の要としての重要度が益々高

まっています．しかも，次世代ネット

ワークは電話並みの安定性を目指して

おり，サーバ系システムに対する前述

のような処理性能，拡張性，信頼性

等に対する要求は非常に厳しいものに

なってきています．

こうした状況の中で，従来，SIPサー

バ等のセッション制御系のサーバにお

けるハードウェア，OS，ミドルウェア

等のプラットフォームはシステムベンダ

の独自製品が中心であり，ブラックボッ

クスに起因する供給ベンダ依存性の増

大や頻繁な世代交代，安定供給に対

する懸念等が課題となっていました．

そこで，次世代ネットワークに向け

たセッション制御サーバのプラットフォー

ムについては，前述の要求条件を満足

可能なオープンプラットフォームの利

用技術の確立に取り組んでいます．具

体的には，汎用ハードウェアプラット

フ ォ ー ム 技 術 で あ る A T C A

（ Advanced Telecommunications

Computing Architecture）と，オー

ii

図３　ROADM光スイッチ部の構成例 
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プンソースOSであるCGL（Carrier

Grade Linux），および高可用ミドル

ウェアを適用した次世代サーバプラッ

トフォーム技術の検討を進めています

（図４）．

ATCAは，PICMG（PCI  Indus-

trial Computer Manufactures

G roup，主にテレコム向け，コン

ピュータ向けの高いパフォーマンスを実

現するオープンなハードウェア仕様策

定のためのコンソーシアム）において規

格化された，通信キャリア向けハイパ

フォーマンスシステムのためのハード

ウェア標準規格であり，次のメリット

を有しています．

① グローバルスタンダード仕様に

基づくマルチベンダ供給による価

格低減化，かつ複数ベンダによる

安定した供給体制の構築

② 独自機能の実装（モジュールの

追加）等将来的な機能拡張性，

世代間でのボード互換性の向上

③ キャリアグレード規格の採用によ

る信頼性や保守・運用性の充実

・電源，FAN等の冗長構成等によ

る高信頼・高可用性の実現

・ブレードごとのHot Swap機能，

前面保守等による保守性の向上

など

ATCA規格に基づくシェルフの実装

例を図５に示します．

一方，CGLは，「Linuxがキャリア

環境での使用に耐えうるよう，一般の

Linuxにさまざまな機能を付加した

OS」であり，オープンソースソフトウェ

アで構成されています．オープンソー

スであるために，基本的にライセンス

フリーとなり，コスト低減が可能とな

ること，問題発見およびその対処に対

し，多くの技術者からのフィードバッ

クにより早期熟成が見込める，などの

特長があります．

また，高可用ミドルウェアについて

は，従来交換機では専用ハードウェア

で実現していた系間メモリ同期機能や

他系監視機能などをソフトウェアで実

現し，さらに，ファイル更新機能やバッ

クアップ機能，再開機能（エスカレー

ション機能含む）をミドルウェアとし

て搭載することにより，従来交換機相

当の高信頼性と高可用性を実現して

います．

これらCGLと高可用ミドルウェアの

採用により，通信キャリアに必要とな

る信頼性や可用性，保守運用性等を

満足するシステムを目指した検討を進

めています．

エンド・ツー・エンド品質制御

次世代ネットワークでは，高品質音

声や高画質映像を利用した双方向

（インタラクティブ）通信や，HDTV

映像のマルチキャスト配信などのアプ

リケーションも想定していますが，こ

のような通信に対しては，従来のベス

トエフォート通信と異なり，通信に必

要なネットワークの帯域を割り当てる

ことにより，通信中の転送品質を確保

することを考えています．以下では，

この通信品質確保の技術概要について

述べます．

エンド・ツー・エンド品質制御は，

通信に必要なネットワーク帯域を割り

付けるための受付制御機能と，通信中

のトラヒック監視制御機能の２つの機

能から成り立っています（図６）．

通信に必要なネットワーク帯域の割

り付け方法としては，通信に必要な帯

域を常時固定的に割り付ける静的割り

付けと，通信の開始時に，毎回，必

要な帯域を割り付ける動的割り当てが

あり，通信サービスの利用形態に応じ

て選択されることになると想定してい

ます．動的割り付け方式では，一時的

な混雑などの状況により，通信の開始

時に必要なネットワーク帯域が割り付け

られない場合は呼損となります．

ネットワークの設計においては，サー

ビスの需要と上述の帯域の割り付け方

法を勘案し，特に動的割り付けの通信

図４　次世代サーバ構成の概要 
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サービスにおいては呼損率の品質目標

も考慮しながら，ネットワークに必要

となるリソース設計を行うことになる

と考えられます．

トラヒック監視制御機能は，帯域が

割り当てられた通信に対して，それぞ

れの通信に対応するパケットの量と品

質クラスを監視し，所定の帯域内のト

ラヒックが正しくネットワーク内に流

入するような制御を行います．

以下では，SIPプロトコルを活用し

たインタラクティブ通信を想定したエ

ンド・ツー・エンド品質制御の動作例

を紹介します．SIPを利用しているの

は，インタラクティブ通信においては，

通信を開始する際の相手端末の呼び出

し，利用するメディア符合化方式選択

やネットワーク帯域などについて端末

間で情報交換を行うためのプロトコル

としてSIPプロトコルが普及しているた

めです．

まず，端末は，通信を開始する際

に，SIPプロトコルにて，着信先やメ

ディア，必要となるネットワーク帯域

などの情報をネットワーク内のセッ

ション制御サーバに伝えます．セッ

ション制御サーバの受付制御機能は，

この情報に基づき，ネットワーク内のリ

ソース状況を確認し，端末間に必要な

ネットワーク帯域を割り付け，端末間

でのセッションの確立手順を進めます．

また，サービスエッジに対して，受け

付けた通信を識別するための情報や，

利用するネットワーク帯域，品質クラ

スを伝えます．これにより，サービス

エッジは以後，この通信に対応するト

ラヒック監視制御を開始します．通信

が終了すると，セッション制御サーバ

がサービスエッジを制御し，この通信

に対する監視制御，パケット転送を停

止します．

また一方，端末から通信の要求を受

けた時点で通信に必要なリソースが確

保できない場合，その旨を端末に応答

します．

図７は，１つの高優先クラスの通信

を行っている最中に，第二，第三の高

優先クラスの通信を追加しようとした

ときのネットワーク帯域利用の変化の

イメージを例示したものです．

エンド・ツー・エンド品質制御は，

次世代ネットワークでチャレンジする

新しい技術であり，トラヒック情報の

収集方法，ネットワーク設計方法や，

通信品質確保に対するニーズやトラヒッ

クの動向等を含め，今後も技術と知見

を集め，サービスの発展の自由度とネッ

トワークの効率的利用の両立を図るた

めに，さらなる技術検討を行っていく

考えです．

イーサ系技術

企業の拠点間を接続するVPNサー

ビスの１つに広域イーサネットサービ

スがあります．転送装置として安価な

レイヤ２スイッチを利用するため，広

帯域なネットワークを安価に提供可能

です．しかし，広域イーサネットサー

ビスが普及するにつれ，増大するお客

さま数への対応，ネットワーク信頼性

の向上といった課題が明らかになって

きました．

NTT研究所では，これらの課題を解

決する次世代ネットワークの広域イー

図６　次世代ネットワークにおける品質制御 

受付制御機能： 
セッション制御サーバがネットワークリソース 
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図７　次世代ネットワークにおける受付制御 
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サネットサービスの実現に向けて，次

の３つの技術を検討しています（図８）．

(1) イーサネットOAM

次世代ネットワークの広域イーサネッ

トサービスに向けて，エンド・ツー・

エンドでの保守運用性，およびネット

ワーク信頼性の向上のため，ITU-T，

およびIEEEで標準化作業中のイーサ

ネットOAMの利用を検討しています．

従来のイーサネット技術ではWAN

サービスに必要とされるネットワークの

監視方法が規定されていませんでした

が，イーサネットOAMでは，スイッチ

間で定期的に試験フレームを送受信し

接続性を確認するコンティニティ

チェック，IPのピングに相当しスイッ

チ間の導通を確認するループバック，

IPのトレースルートに相当し経路の特

定を行うリンクトレースなどの機能を

規定しています．イーサネットOAMの

試験フレームはVLAN（仮想LAN）

単位にスイッチ間で送受信されるため，

VLAN単位の故障検出が可能になりま

す．特に，コンティニティチェックは

お客さまを収容するスイッチ間で定期

的に試験フレームを送受信することで，

サービスの正常性を確認する手段とし

て注目されています．

(2) リング冗長プロトコルMORP

故障発生時に，自動的に経路を切

り替えることでネットワーク内の故障

発生点を迂回し，お客さまのサービス

断時間を最小とするため，リング冗長

プロトコルMORP （Multiple Open

Rings Protocol）による冗長構成技

術を検討しています．

従来の経路切り替え技術は，大規

模なネットワークに適用すると，故障

発生後，復旧時間が数十秒から数分

程度必要，経路が定まらず不安定と

いった問題がありました．MORPでは，

隣接するスイッチ間で試験フレームを

短い間隔で送受信することで早期に故

障検出を行うことが可能になります．

また，故障発生点を迂回するための経

路切り替えをリング状に接続されたス

イッチどうしで自立的に行うことで，

自動的，かつ高速に故障の復旧を行

い，サービス断時間を１秒以下に押さ

え，ネットワーク稼動率を向上するこ

とができます．

(3) プロバイダ基幹ブリッジ

IEEE802.1ah

イーサネットフレームを転送するス

イッチや中継の通信回線を，より多く

のお客さまで共用可能とするため，大規

模なVLANに対応したIEEE802.1ah

の利用を検討しています．

従来の広域イーサネットサービスで

用いられたIEEE802.1adでは，お客

さまの個別のネットワークを最大でも

4 094までしか共用して収容できず，こ

れを超えると別のスイッチや回線が必

要でしたが，IEEE802.1ahでは1 000

万以上のお客さまのネットワークをスイッ

チや回線を共用して収容することが可

能となります．また，IEEE802.1ah

網内ではお客さまのフレームはカプセ

リングされ，ネットワーク専用の宛先

アドレスを参照して転送するため，網

内のスイッチで扱うアドレス数が削減

され，処理負荷が軽減されます．

今後は，こうした技術の確立を推進

するとともに，標準化を積極的に推進

していく考えです．

（上段左から）笠原 英樹 / 錦戸 淳 /

織田 一弘

（下段左から）大西 邦宏 / 梶山 義夫

今後も次世代ネットワークを実現する各
種の技術に関する研究開発を進め，NTTグ
ループの事業に貢献していきます．

◆問い合わせ先
NTTサービスインテグレーション基盤研究所
次世代ネットワーク開発推進プロジェクト
TEL 0422-59-7288
FAX 0422-60-6033
E-mail kasahara.hideki@lab.ntt.co.jp

図８　次世代ネットワークにおける広域イーサネットサービス 
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