
ビッグデータ分析技術のネット

ワークオペレーションへの応用

近年のIP系サービス提供を支える

ネットワークは，複数のベンダによる

さまざまな装置で構成されています．

また，トラフィックの急速な増大など

に対応するために，日々，管理対象の

機器が増加し，ネットワーク構成も変

化するなど，非常に複雑化しています．

ネットワーク上で提供されるサービス

は，複数のネットワーク事業者・端末

等の組合せで成り立っているため，故

障・品質劣化時の原因を特定するこ

とが難しくなっています．

これらの背景を受け，ネットワーク

運用者の負荷は増大しており，故障検

出や故障対応を効率的に行う技術や

プロアクティブに運用を行うための技

術が求められています．

本稿では，サイレント故障の早期検

知や故障の予兆検知を目的に，膨大

かつ非定型な情報である，ネットワー

ク装置のログ（Sys log）の情報や

SNS（Social Networking Service）

の情報を分析することで，従来のネッ

トワーク監視システムではとらえきれな

かった故障事象や，その原因を早期に

検出する技術について紹介します．

ログ分析技術

ネットワーク運用者が保全業務で確

認する範囲は，装置からのTrap情報

に加え，トラフィック情報や機器の

CPU・メモリ使用率，Syslogに代表

される装置ログなどさまざまですが，中

でも装置ログは各機器の詳細な情報を

含むため，故障対応時や設定変更時

などに機器の状態を把握するうえで有

用です．しかし，ログを有効に活用す

るためには，以下の課題があります.

・ログメッセージには重要度が高い

ものから低いものまでさまざまな

タイプが存在しており，加えて，

機器増大等により大規模化したロ

グ情報の中から，故障対応や予防

保全に有用な情報を効率的に抽

出する仕組みが必要

・ログ形式はベンダやサービスに依

存しており，ログの意味を理解す

るためには，個々の形式ごとに専

門の知識やノウハウが必要

これらの課題に対し，機械学習を適

用することで，ログのフォーマットやベ

ンダ情報などの事前知識を全く使わず

に，ログ間の関係性や異常性を自動的

に抽出可能とするログ分析技術につい

て述べます（図１）．ログ分析技術は，

ログテンプレート抽出，ログ生起特徴

量の抽出，ロググルーピング，異常イ

ベントの可視化の４つのステップから

構成されます．

（1） ログテンプレート抽出

ログデータにはIPアドレス，PID

（Process ID），インタフェース名な

どのパラメータが多く含まれており，そ

のままのかたちでは，メッセージ間の関
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Syslog＋SNS分析による
ネットワーク故障検知・原因分析技術

本稿では，ネットワーク機器から生成される億単位のSyslogデータに対し，
事前知識なしに自動学習で分析し，短時間で原因特定を可能とするログ分析
技術，およびSNS全体で１％に満たない故障関連情報を，リアルタイム・高
精度に抽出するSNS分析技術について紹介します．
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図１　ログ分析技術 
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係や個々のログの異常性を分析できま

せん．そこで，パラメータ部に含まれ

る単語は，ほかの単語と比較して相対

的に出現頻度が低い性質を利用し，

ログメッセージからパラメータ部を除い

たログテンプレートを自動生成します．

これにより，ログをテンプレート単位

でまとめて扱うことができ，互いの関

係を把握しやすくなります（図２）．

（2） ログ生起特徴量の抽出

ログの中には，ユーザのセッション

切断のたびに発生するログなど，定

常的に高頻度に発生するものや，cron

ジョブ＊１や定点監視のログのように，

頻度は低くても毎日同頻度で発生する

ものがあります．これらはその生起パ

ターンから正常なログと考えられます.

そこで，これら頻度と周期性の２つの

生起パターンを用いてログごとに特徴

量化を行います.

（3） ロググルーピング

ログによっては，同時生起性の高い

ものが存在し，その組合せによりネッ

トワーク機器の詳細な状態把握が可能

となります．例えば，ルータの再起動

時には各種プロセスの初期化に伴う

メッセージが同時に発生しますが，こ

れはまとめてルータ再起動というイベ

ントととらえることができます．こうし

た関係をとらえることで，大規模なロ

グをイベントという意味あるログの集ま

りに情報圧縮します．ログテンプレート

の生起を行列で表現し，NMF（Non-

negative Matrix Factorization：

非負値行列因子分解）（1）を適用するこ

とで，イベントに変換した情報やログ

グループを得ます（図３）．

（4） 異常イベントの可視化

ログイベントの可視化方法を図４に

示します．横軸は時間，縦軸は前述の

グルーピングの種類を表しています．グ

ラフ内の丸はロググループまたはログテ

ンプレートの時間における生起を表し

ています．図５の実施例では，色やシ

ンボルの形状によってホストと一意に

紐付いており，異なるホストでのログ

の生起の区別が可能となります．縦軸

のソートの方法については，最下部に

は頻度が一定値以上高いログテンプ

レートをプロットし，その上部には周

期性の高いログテンプレートをプロッ

トします．また，頻度によりソートさ

れたロググループを，そのログ内に含

まれるログ数に応じてプロットします．

あらかじめ頻度や周期性の高いログを

別で表すことで，時間に関係なく発生

するロググループを区別して閲覧する

ことができます．従来のテキストベー

スのログ閲覧ではできなかった，数千，

＊1 cronジョブ：スクリプトを自動実行するた
めのデーモンプロセス．

図２　ログテンプレート抽出イメージ 

<189> security telnet connection 15720 with 10.7.11.11 broken 
<189> security telnet connection 18340 with 10.8.9.123 broken 
<189> security telnet connection 12340 with 10.8.2.12 broken 
<189> security telnet connection 12345 with 10.1.1.1 broken 
 

<189> security telnet connection * with * broken 
 

2012-1-1T00:00:00 %TRACKING-5-STATE: 1 interface Fa0/0 line-protocol Up->Down  
2012-1-1T00:00:00 %LINK-3-UPDOWN: Interface FastEthernet 0/9, changed state to down  
2012-1-1T00:00:00 %SYS-5-CONFIG I: Configured from console by vty2 (10.11.11.11) 
2012-1-1T01:11:00 msg [100]:  STP: VLAN 1 Port 38 STP State -> DISABLED (PortDown) 
2012-1-1T01:11:00 msg [101]: System: Interface ethernet 38, state down 
2012-1-1T03:00:00 msg [200] : STP: VLAN 100 Port 22 STP State -> DISABLED (PortDown) 
2012-1-1T03:00:00 msg [201] : System: Interface ethernet 22, state down 
2012-1-1T00:00:00 %SYS-5-CONFIG I: Configured from console by vty2 (10.11.11.11) 
2012-1-1T10:30:00 System: Interface ethernet 1, state down 
2012-1-1T10:30:00 System: Interface ethernet 1, state up 
2012-1-1T10:30:00 System: Interface ethernet 2, state down 
2012-1-1T12:00:00 init: alarm-control (PID 111) terminate signal sent 
2012-1-1T12:00:00 init: bslockd (PID 124 ) terminate signal sent 
2012-1-1T12:00:00 init: ce-l2tp-service (PID 123 ) terminate signal sent 
2012-1-1T12:00:00 init: chassis-control (PID 1111 ) terminate signal sent 
2012-1-1T12:00:00 init: class-of-service (PID 11112)  terminate signal sent 
2012-1-1T12:00:00 init: craft-control (PID 111) terminate signal sent 
2012-1-1T12:00:00 init: database-replication (PID 2718932 ) terminate signal sent 
2012-1-1T12:00:00 init: diameter-service (PID 2993 ) terminate signal sent 
2012-1-1T12:00:00 init: disk-monitoring (PID 7082 ) terminate signal sent  
2012-1-1T00:00:00 %SYS-5-CONFIG I: Configured from console by vty2 (10.11.11.11) 
2012-1-1T15:45:10 msg [200] : STP: VLAN 100 Port 22 STP State -> DISABLED (PortDown) 
2012-1-1T15:45:10 msg [201] : System: Interface ethernet 22, state down 
2012-1-1T16:12:40 System: Interface ethernet 1, state down 
2012-1-1T16:12:40 System: Interface ethernet 1, state up 
2012-1-1T16:12:40 System: Interface ethernet 2, state down 
2012-1-1T20:30:00 init: alarm-control (PID 111) terminate signal sent 
2012-1-1T20:30:00 init: bslockd (PID 124 ) terminate signal sent 
2012-1-1T20:30:00 init: ce-l2tp-service (PID 123 ) terminate signal sent 
2012-1-1T20:30:00 init: chassis-control (PID 1111 ) terminate signal sent 
2012-1-1T20:30:00 init: class-of-service (PID 11112)  terminate signal sent

2012-1-1T00:00:00 %TRACKING-5-STATE: 1 interface Fa0/0 line-protocol Up->Down  
2012-1-1T00:00:00 %LINK-3-UPDOWN: Interface FastEthernet 0/9, changed state to down  
2012-1-1T00:00:00 %SYS-5-CONFIG I: Configured from console by vty2 (10.11.11.11) 
2012-1-1T01:11:00 msg [100]:  STP: VLAN 1 Port 38 STP State -> DISABLED (PortDown) 
2012-1-1T01:11:00 msg [101]: System: Interface ethernet 38, state down 
2012-1-1T03:00:00 msg [200] : STP: VLAN 100 Port 22 STP State -> DISABLED (PortDown) 
2012-1-1T03:00:00 msg [201] : System: Interface ethernet 22, state down 
2012-1-1T00:00:00 %SYS-5-CONFIG I: Configured from console by vty2 (10.11.11.11) 
2012-1-1T10:30:00 System: Interface ethernet 1, state down 
2012-1-1T10:30:00 System: Interface ethernet 1, state up 
2012-1-1T10:30:00 System: Interface ethernet 2, state down 
2012-1-1T12:00:00 init: alarm-control (PID 111) terminate signal sent 
2012-1-1T12:00:00 init: bslockd (PID 124 ) terminate signal sent 
2012-1-1T12:00:00 init: ce-l2tp-service (PID 123 ) terminate signal sent 
2012-1-1T12:00:00 init: chassis-control (PID 1111 ) terminate signal sent 
2012-1-1T12:00:00 init: class-of-service (PID 11112)  terminate signal sent 
2012-1-1T12:00:00 init: craft-control (PID 111) terminate signal sent 
2012-1-1T12:00:00 init: database-replication (PID 2718932 ) terminate signal sent 
2012-1-1T12:00:00 init: diameter-service (PID 2993 ) terminate signal sent 
2012-1-1T12:00:00 init: disk-monitoring (PID 7082 ) terminate signal sent  
2012-1-1T00:00:00 %SYS-5-CONFIG I: Configured from console by vty2 (10.11.11.11) 
2012-1-1T15:45:10 msg [200] : STP: VLAN 100 Port 22 STP State -> DISABLED (PortDown) 
2012-1-1T15:45:10 msg [201] : System: Interface ethernet 22, state down 
2012-1-1T16:12:40 System: Interface ethernet 1, state down 
2012-1-1T16:12:40 System: Interface ethernet 1, state up 
2012-1-1T16:12:40 System: Interface ethernet 2, state down 
2012-1-1T20:30:00 init: alarm-control (PID 111) terminate signal sent 
2012-1-1T20:30:00 init: bslockd (PID 124 ) terminate signal sent 
2012-1-1T20:30:00 init: ce-l2tp-service (PID 123 ) terminate signal sent 
2012-1-1T20:30:00 init: chassis-control (PID 1111 ) terminate signal sent 
2012-1-1T20:30:00 init: class-of-service (PID 11112)  terminate signal sent

: reboot
: linkup
: linkdown
: IF flap

図３　ロググルーピングのイメージ 



数万行のログを一画面へ可視化するこ

とが可能となり，どの時間にログが発

生したのかを視覚的に分かりやすくと

らえることができます．さらに，頻度

や周期性を用いたソートにより，普段

発生しないタイプのログを確認でき，

これらがロググループとしてまとめられ

ることで，実際にネットワーク上で発

生したイベントとの紐付けが容易とな

ります.

Twitter分析技術

自社のネットワークの問題を監視す

る場合には，ネットワーク内の装置に

よって対応していますが，サイレント

故障のように対応できない故障も存在

します．また，品質劣化などは，お客

さまにどのような影響が発生している

か把握が難しいケースもあります．こ

れらのネットワーク側で把握が難しい

情報に関し，SNS上でのお客さまの声

を分析することで，ネットワークに問題

が起こっていることを直接検出する方

法を検討しています．これまでの検討か

ら，リアルタイム性の高いTwitter（2）

では，特にモバイル系のサービスにお

いて，お客さまがネットワークへの不

満をリアルタイムに記述してくれてい

ることが分かっています．

ある故障発生時のTwitter上での故

障に関するつぶやき数を図６に示しま

す．故障が起こる前はほぼなかったツ

イートが，故障が起こった瞬間に盛り

上がり，復旧とともに落ち着いていく

様子が分かります．

このように，Twitter上に故障情報

ツイートが増えていないかをリアルタイ

ムに監視することで，故障が起こった

際の状況把握や，これまで見つからな

かった問題の検知を目指しています．

取り組むべき課題

Twitter上では，日々さまざまな話

題がつぶやかれており，その数は１日

４億ツイートを超えています（3）．その

うち，15～20％のツイートが日本語で

あるため，１億近くの日本語のツイー

トが日々投稿されていることになりま

す．しかし，その中に含まれる故障情

報に関するツイートはごくわずかなの

で，①膨大なツイートから適切に故障
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図５　実施例
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図４　ログイベントの可視化方法 
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情報のみを取り出すこと，②故障エリ

アを特定するために，投稿者の位置を

推定すること，この２つが必要となり

ます．

高精度に故障に関連するツイート

を抽出する技術

故障に関連するツイートを抽出する

ための既存技術として，キーワード検

索が挙げられます．しかし，故障を表

現するキーワードは一般的な表現が多

いという問題があります．例えば，「遅

い」「重い」などの表現は，故障のと

きに使われます（ネットワークが遅い，

サーバが重いなど）が，故障でないと

きにも使われてしまう（販売が遅い，

端末が物理的に重い）ため，これらを

見分ける必要があります．

そこで，図７のように，キーワード

検索の結果に対して，教師あり機械学

習アルゴリズムであるSVM（Support

Vector Machine）による分類器にか

けて判定を行うことを検討しています．

教師あり機械学習では，教師データと

して，目視によって選んだ故障に関す

る情報のツイート，および故障とは関

係ないツイートを与え，各教師データ

ツイートに対して，それぞれの単語を
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図６　ある故障発生時のツイート数の変化 
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含むかどうかの変数のベクトルとして

与えることで，正解データと不正解デー

タをもっとも良く分けるような関数を

作成します．この方法では，各ツイー

トの単語の共起関係を考慮して故障情

報ツイートかどうかを判定することが

できるため，単純なキーワードで検索

するよりも精度が向上します．

この方法の性能評価のため，公開さ

れている故障情報に対して2011年11

月から１年分のツイートを対象として，

これらの情報を取得できるかを実験し

ました．この期間には，公開されてい

る故障は６回起こっていました．10分

間に100ツイートが発生し続けている

間を故障状態だと判定するようにした

ところ，いずれの手法でも実際の６回

の故障は検出できており，故障の見逃

しはありませんでした．しかし，キー

ワードのみで抽出した場合には誤検出

（故障と判定したのに，実際には故障

でなかったケース）が94件もあったの

に対して，機械学習でフィルタリング

した場合には５件となり，機械学習に

よるフィルタリングが有効であることが

分かりました．

故障発生場所を推定する技術

Twitterには，GPS等で位置情報

を付ける仕組みはあるものの，ほとん

どの人は位置情報を付けていません．

そのため，故障が起こっている場所を

知るには，投稿内容などからその人が

発言した位置を推定する必要がありま

す．既存の手法では，方言等の言語の

偏りを用いているため，関東・関西と

いったエリアでの推定を実施していま

すが，故障の検出には，最低でも県レ

ベルの精度での推定が必要となります．

そのため，私たちは座標情報を用い

た高精度な居住地の推定法を検討し

ています．位置情報を付けていない

ユーザでも，駅名や地名はつぶやきに

含まれています．１つの地名だけで判

断すると，自分がいない地域の話題を

出した際などに推定を誤ってしまうと

いった問題がありますが，Twitterは

自分が今行っていることや興味がある

物事を記述するサービスですので，

ユーザは自分の近くの話題を出す頻度

が自然と多くなります．この特徴を利

用して，ユーザの過去のツイートに含

まれる地名情報の座標をカーネル密度

推定＊２という技術により重ね合わせる

ことで，その人の生活圏を高精度に推

定できると考えています．

実際にGPS等で位置情報を付けて

いる人に対して，位置情報を抜いて上

記の技術を使用した結果，半数のユー

ザは位置情報と25 km以下の誤差で推

定できることが分かりました．

今後の展開

本稿では，非定型なビッグデータを

対象に，サイレント故障の早期検知や

故障の予兆検知を目的とした，ログ分

析技術とSNS分析技術について述べま

した．ログ分析技術は，現在，事業会

社と共同で，予兆検知の観点からサン

プルデータを利用して，有効性の評価

を進めています．SNS分析技術は，サ

イレント故障検知や故障発生時のユー

ザ影響の早期把握ツールとして，デモ

等により，ユースケース確立に向けた

提案活動を行っています．
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（後列左から）西松 研/ 木村 達明/

豊野 剛/ 森　 達哉（右

上）

（前列左から）竹下 恵/ 横田 将裕

端末，サービスの多様化，ネットワーク
の大規模化により，ネットワークの運用は
非常に複雑になっています．私たちは，複
雑さを解消し，安定したネットワーク運用
を支えるためのデータ分析技術の研究開発
に取り組んでいます．
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＊2 カーネル密度推定：統計学において，確率
変数の確率密度関数を推定する手法の
１つ．


