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IOWN（Innovative Optical and Wireless Network）構想は，

2023年のAPN（All-Photonics Network）サービス開始に続き， コンピューティング領域へ進展していく．

NTT IOWN総合イノベーションセンタ（IIC）は， IOWN 光コンピューティングを社会実装していくために，

DCI（Data-Centric-Infrastructure）のマルチベンダ化やAPNの普及拡大をめざした

技術開発などを行っている． 本特集ではIICに属する各センタの取り組みを紹介する．

IOWN 2.0 時代の技術開発動向
――ネットワークからコンピューティング
の領域へ

IOWN 2.0時代の社会実装に向けた取り組み 6
IOWNの技術開発の動向をユースケース開拓や技術 ･ビジネス実証の取り組

みも含めてNTT IOWNプロダクトデザインセンタが紹介する．

DCIの技術開発におけるマルチベンダコンポーザブルサーバ
実現の取り組み 12
DCIを構成する要素の 1つであるコンポーザブルサーバ部を多様な製品を柔軟

に組み合わせて構成可能とする，マルチベンダコンポーザブルサーバ実現へ向け
た課題ついてNTTソフトウェアイノベーションセンタが紹介する．

PEC- 2 を搭載した大容量 ･低消費電力な光電融合スイッチ 18
データセンタの省電力化に向けた，光電融合デバイス(PEC- 2 )を実装した大

容量 ･低消費電力な光電融合スイッチについてNTTデバイスイノベーションセン
タが解説する．
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APNの領域拡大を支える最新トランスポンダ技術の研究開発動向 22
　APNのさらなる普及拡大に向けた，用途が多岐にわたるユーザ通信機器をオー
プンな技術仕様でAPNに接続可能とする「マックスポンダ」「スイッチポンダ」
の関連技術についてNTTネットワークイノベーションセンタが解説する．

発展するAPNの運用を支える
最新コントローラ技術の研究開発動向 26
　発展するAPNの運用を支える中核機能として，ネットワーク全体の装置を一元
的に監視し，サービス要件に応じて柔軟に連携制御する「APNコントローラ」技
術についてNTTネットワークイノベーションセンタが解説する．

主役登場　史　旭 NTTソフトウェアイノベーションセンタ 30
　高性能 ･ 省電力 ･ 柔軟なIOWNコンピューティング基盤の実現に向けて

PEC

サステナビリティIOWN

APN

サステナビリティ光コンピューティング

DC I

IOWN Photonic Disaggregated Computing
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IOWN 2.0時代の社会実装に向けた取り組み
坂
さかもと

本　誠
せ い じ

治

坂
さかもと

本　　健
たけし

NTT IOWNプロダクトデザインセンタ

は じ め に

IOWN（Innovative Optical and 
Wireless Network）は，さまざまな領域
で光電融合（PEC：Photonics-Electronics 
Convergence）デバイスを適用し，ネッ
トワークのエンド-エンドの光化に加えコ
ンピュータの内部まで光を届けることでそ
の仕組みを刷新し，エネルギー効率を高め
るという，光の技術を軸とした次世代情報
通信基盤です．このIOWN構想は，キー
パーツである光電融合デバイスの進歩に伴
い，IOWN 1.0，IOWN 2.0，IOWN 3.0，
そしてIOWN 4.0と段階的に技術を進歩さ
せていく計画となっています（1）．

IOWNの最初の実装となるIOWN 1.0は
中継装置やデータセンタ間といった比較的
長 距 離 通 信 を 担 う 光 電 融 合 デ バ イ ス

（PEC- 1 ）を用いたもので，高速・大容量・
低遅延なネットワークサービス「APN 
IOWN 1.0」としてすでに2023年からNTT
東日本およびNTT西日本が商用サービス
を 提 供 し て い ま す．IOWN 1.0に 続 く
IOWN 2.0はボード間接続といった短距離
を大容量・低消費電力で接続できる光電融
合デバイス（PEC- 2 ）により光電融合の
コンピューティング領域への適用をねらう
ものであり，PEC- 2 を活用したコンピュー
ティングシステムとして Data-Centric 
Infrastructure（DCI）の実用化を進めて
います．

このように，IOWNは通信をメインと
する1.0から，コンピューティングに範囲を
広げた2.0の時代に入りましたが，この
IOWN 2.0の時代ではIOWN 1.0として登

場 し た All-Photonics Network（APN）
による通信と，IOWN 2.0として登場した
DCIによるコンピューティングを組み合わ
せた「IOWN光コンピューティング」に
より，さらにIOWNの可能性を広げてい
きます．

本稿では，IOWN 2.0時代に求められる
APNの高度化，およびIOWN 2.0で新た
に登場するDCIについて紹介します．さら
にはIOWN 2.0時代の中心となる，DCIと
APNとを組み合わせたIOWN光コンピュー
ティングに向けて，NTT IOWNプロダク
トデザインセンタ（IDC）の取り組みを紹
介します．

提供中の商用APN

APNでは，2030年の目標性能（電力効
率100倍，伝送容量125倍，エンド・ツー・
エンド遅延200分の 1 ）の実現をめざし，
さまざまな研究開発に取り組んでいますが，

「APN IOWN 1.0」の提供開始後，NTT東
日本・西日本は，お客さまのご意見および
研究開発成果を踏まえ，さらなる利便性向
上 に 向 け「All-Photonics Connect 
powered by IOWN」の提供を始めてい
ます（2）,（3）．

そ の 特 長 と し て は， 従 来 の「APN 
IOWN 1.0」の持つ高速・大容量，低遅延・
揺らぎゼロに加えて，①ユーザ拠点間の帯
域保証型通信としては世界最高水準の最大
800 Gbit/sの帯域対応，②提供エリア内の
2 拠点であればどこでもポイント・ツー・
ポイント接続を可能とする広域エリアでの
サービス提供，③100 Gbit/s品目および

400 Gbit/s品目におけるイーサネットイン
タフェース対応，および回線終端装置を
NTT通信ビルに設置することによるお客
さま拠点の省スペース化・低消費電力化，
の 3 つの機能です．

NTTドコモビジネスからは，お客さま
の通信インフラに対する高度化ニーズに対
応した都道府県間をまたぐ通信サービスで
あ る「APN 専 用 線 プ ラ ン powered by 
IOWN」を2024年 3 月より提供を開始し（4），
その後，2025年10月からは，「APN専用線
プラン powered by IOWN」を「doco-
mo business APN Plus powered by 
IOWN」に統合し，オンデマンドで帯域変
更が可能な回線メニューの追加や，さらな
る広帯域メニューの拡充などの機能強化に
より，AI（人工知能）時代に最適な AI-
Centric ICTプラットフォーム構想を支え
る中核サービスとして展開しています（5）．

現状のAPNの主なユースケース

APNの国内外での展開については，さ
まざまな業界においてビジネス利用を拡大
中です．
■放送業界への適用

近年，ネットメディアの需要拡大が進む
中において競争が激化しており，映像制作
の効率化・DX（デジタルトランスフォーメー
ション）化が強く求められています．スポー
ツやコンサートなど撮影場所からの臨場感
あふれる生放送へ対応するためには，高額
な中継車の保有と多くのスタッフの長時間
にわたる現地対応に対する効率化が喫緊の
課題でした．大容量，低遅延といった特長

URL	 https://journal.ntt.co.jp/article/38185

DOI	 https:/doi.org/10.60249/26025001

本稿では，これまでのユースケース開拓や実証の取り組みを通して得た知見や
顧客ニーズを踏まえ，IOWN（Innovative Optical and Wireless Network）2.0
時代の技術開発動向を，その効用とセットで紹介します．また，NTT IOWNプ
ロダクトデザインセンタ（IDC）で検討中の適用ユースケースについても紹介し
ます．
キーワード：#APN，#DCI，#実証

IOWN 2.0時代の技術開発動向――ネットワークからコンピューティングの領域へ特 集

6 2026.2



を持つAPNでさまざまな撮影現場と制作
拠点とを接続することで，中継車や多くの
スタッフを現地に送ることなく高品質なコ
ンテンツをリアルタイムに制作できる映像
プロダクションDXが可能となります．

2025年11月開催のNTT R&D FORUMで
は，映像プロダクションDXの 1 つである
バーチャルプロダクションという手法に関
して，遠距離に分散された複数のGPUを
IOWN APNで接続することで，制作現場
に高性能な機材を常設せずとも，高品質の
映像制作を低遅延で実現可能であることを
確認しました（6）（図 1 ）．
■建設業や製造業への適用

建設業や製造業において，近年は働き方
改革推進や人手不足に対するDX等の対策
が急務であり，遠隔地からの機械操作や集
中管理による抜本的な業務効率化の検討が
進んでいます．

2023年11月開催のNTT R&D FORUMで
は，NTT武蔵野研究開発センタに設置し
たコックピットを用い，千葉のフィールド
に設置した油圧ショベル，大阪のフィール
ドに設置したタワークレーンを操作する実
証を行い（7），500 kmある東京～大阪それ

ぞれのロケに設置したAPN装置間におい
ても往復わずか数msの遅延を実現する
APNを利用することで，現場での重機操
作と遜色ない操作性を実現しました．

IOWN Global Forumでは，山岳トン
ネル施工管理における遠隔化・自動化の
ユースケースが整理され，遠隔監視・遠隔
解析・遠隔臨場・リモートモニタリングで
のAPN活用を議論しています（8）．2025年
11月開催のNTT R&D FORUMでは，工場
と300 km離れたデータセンタからAPN経
由でAI外観検査するなどの実証を行い，
統一品質基準の確立と生産性の向上につな
がることを確認しました．加えて，制御ソ
フトウェアのクラウド化により，制御周期
20 ms以内で生産設備の遠隔制御が可能な
ことを確認し，現地派遣工数の削減と，複
数の工場をまたがる生産性の向上が期待さ
れます．
■データセンタ間での適用

近年，都市部でのデータセンタの用地確
保はますます困難になる中でデータセンタ
の郊外化による用地・電力確保が急務と
なっていますが，情報通信インフラと電力
インフラの連携を進めていく「ワット・ビッ

ト連携」により，情報インフラの拡充とと
もに再生可能エネルギー等の柔軟な活用に
より消費電力効率の最大化をめざす動きが
加速しています．

都市と郊外のデータセンタ間を接続する
ようなエリアをまたいだデータセンタ間接
続においては，郊外の再生可能エネルギー
等を活用した効率的な計算処理を実現でき
ることから，APNによる高速・大容量・
低遅延での接続を用い高度な分散処理が可
能となります．

これからのAPNの進化

さまざまな業種・業態のお客さまに
APNをご活用いただき，課題解決につな
がることを確認してきましたが，一方で，
より柔軟に利用したいというご要望をいた
だいており，これをIOWN 2.0時代のAPN
機能開発に反映し，実用化を進めています．
■お客さまのAPNへの期待

放送業界において，例えば，スポーツ中
継で映像プロダクションDXに取り組む場
合，サッカーと野球では開催場所が異なる
ため，多数のスタジアムが存在する中で，

■Before ■After

バーチャルプロダクションスタジオ

データセンタ

IOWN APNで遠距離の複数のGPUを柔軟に割り当て
できる共通基盤を接続することで実⽤に⾜る低遅延での
利⽤が可能に

GPUを柔軟に
割り当てできる
共通基盤

映像制作向け
ゲームエンジン
中量のGPU

バーチャルプロダクションスタジオ

映像制作向け
ゲームエンジン
少量のGPU

バーチャルプロダクションスタジオ

バーチャルプロダクションスタジオ

バーチャルプロダクションスタジオそれぞれに映像制作
のためのGPUを⼤量に所有する必要あり

映像制作向け
ゲームエンジン⼤量のGPU

映像制作向け
ゲームエンジン
GPUレス 映像情報・カメラ座標情報

時刻同期情報 等

バーチャルプロダクションスタジオ

映像制作向け
ゲームエンジン⼤量のGPU

バーチャルプロダクションスタジオ

映像制作向け
ゲームエンジン⼤量のGPU

LED パネル

LED パネル

LED パネル

LED パネル

LED パネル

LED パネル

図 1　APN経由でのGPU利用による映像プロダクションDX
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スポーツの種別などに応じてAPNの接続
先を変更するという利用形態が求められま
す．スタジアムを利用する際は，中継時間
および事前事後の準備に必要となる最低限
の期間だけを利用することで，施設利用料
を抑制する必要があるため，映像プロダク
ションDXで活用するAPNもオンデマンド
で接続対地を変更できる必要があります．
加えて，映像プロダクションの作業場所を
複数社でシェアリングする場合に，各社の
利用状況に応じて必要なGPUリソース等
を効率的に割り当てたいといったコンピュー
ティングへのニーズもあります．

建設業においても，例えば，午前と午後
で異なる工事現場における重機の作業を遠
隔で実施したいというケースがあり，お客
さまがAPNを利用したい拠点が短期間で
変化するため，APNのオンデマンド利用
ニーズがあります．加えて，工事現場に通
信機器を設置する場合，同一敷地内のユ
ニットハウスを利用するケースが多く，利
用可能なスペースや電力容量が限定的であ
るため，それらのリソースを効率的に利用
したいというニーズがあります．各工事現
場での通信機器の数を減らして構成をシン
プル化したいという要望もいただいていま
す（図 2 ）．一方で，今後，施工の遠隔化

や自動化が進んでいくと，AIを活用した工
事現場の危険予知などの必要性が想定され，
各工事現場からAI処理に必要なコンピュー
ティングリソースにアクセスして利用可能
となることへの期待もあります．
■これからのAPNの技術開発

今後，APNの適用ユースケースを拡大・
多様化していくうえで，お客さまの利便性
向上に資する追加機能開発が求められてい
ます．

APN利用時の機器を小型化および機器
数を減らし，低消費電力化を実現する技術
として，オープンコンバージドトランスポ
ン ダ（OCT：Open  Conve rged 
Transponder）が検討されています．プ
ラガブルモジュール形態の光トランシーバ
を開発し，スイッチやルータなどのレイヤ
2 / 3 の装置に，レイヤ 1 の伝送機能の一
部を搭載することで，装置統合による装置
コスト・電力・設置スペースの低減が期待
されます．

APN提供のための制御・運用・インテ
リジェント機能を実現する技術として，
APNコントローラ（APN-C）の開発も進
めており，前述のOCTを含むマルチベン
ダの機器制御を行います．APN-Cは，限
られた波長リソースの共有，および効率的

なルート設計・波長設計を可能とする機能
などを担い，数十分程度のオンデマンドで
の光パス切替を実現することで，APNの
接続拠点を柔軟に変更するサービスの提供
をめざしています．

そのほかにも波長を活用したさまざまな
接続に対応するための波長変換技術や，グ
ローバルへの展開も加速させていく観点か
ら納期短縮に資する光波長パス伝送モード
自 動 最 適 化 技 術（AOPP：Automatic 
Optical Path Provisioning），さらなる大
容量化を実現する1.6 Tbit/sの光伝送技術
など幅広い研究開発を進めています．

通信からコンピューティングへの
IOWN展開（IOWN 2.0）

APNによって立ち上がったIOWN 1.0に
続き，光電融合のコンピューティング領域
への適用をねらうIOWN 2.0では，光電融
合デバイス（PEC- 2 ）を用いてコンピュー
タのリソース間を接続することにより低消
費電力化を実現するDCIがIOWNを支え
る技術として新たに登場します．これによ
りIOWNは通信をメインとする1.0から，
コンピューティングに範囲を広げた2.0の
時代へ移りますが，IOWN 2.0の時代では

遠隔運⽤・監視拠点

⼯事現場A（作業時間：10:00〜12:00）

⼯事現場B（作業時間：13:00〜15:00）

⼯事現場C（作業時間：15:00〜17:00）

APN装置 スイッチ・
ルータ

ユニットハウス

APN装置 スイッチ・
ルータ

ユニットハウス

APN装置 スイッチ・
ルータ

ユニットハウス

IOWNIOWN
APN

APN装置 スイッチ・
ルータ

〜15:00））

17:00））

各⼯事現場の進捗に応じて，
異なる⼯事現場における重機
作業を遠隔で実施したいニーズ

機器構成をシンプル化して，スペース
や電⼒の利⽤効率化および運⽤効
率化のニーズ

図 2　建設業におけるAPNへの期待
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IOWN 1.0として登場したAPNによる通信
と，IOWN 2.0として登場したDCIによる
コンピューティングを組み合わせた「IOWN
光コンピューティング」により，さらに
IOWNの世界を拡大していきます．

DCIの取り組み

DCIは，広帯域・低遅延で相互に接続さ
れたCPUやGPUといったコンピューティ
ングに用いるリソースの利用効率を高める
ことにより，従来より電力効率やコストが
優れたコンピューティングシステムを提供
するものです．CPUやGPU等のコンピュー
ティングリソースを広帯域・低遅延でつな
ぐとともに，データの発生場所や保存場所，
利用場所といったデータの流れを中心にし
た「データセントリック」の考え方に基づ
き，処理の分散（ディスアグリゲート）と
接続を最適化することで，演算・メモリ・
ストレージや通信といったリソースの利用
効率を高めます．このDCIを，光電融合デ
バイスや低遅延なAPNといった光を活用
し た 技 術 を 用い て 具 現 化し た も の が，
IOWN光コンピューティングです（図 3 ）．

APNは前述したようにすでにサービス
提供されており，実サービスに基づくユー
スケース開拓が進んでいますが，DCIにつ
いても，その実用化に向けてPoC（Proof 
of Concept）や実証を積極的に実施して
います．その実証の 1 つとして，2025年の
大阪・関西万博でフィールド実証を行いま
した．以下にDCI技術の詳細と，IOWN
光コンピューティングのフィールド実証で
の結果を紹介します．

DCIを支える技術

図 3 に示されるように，DCIとは複数の
コンポーザブルサーバやGPUサーバ等ネッ
トワークを介して接続したハードウェアと，
この相互に接続されたCPUやGPU等のリ
ソースを最適に割り当てる「DCIコントロー
ラ」によって構成されます．それぞれの構
成要素について，以下に説明します．
■コンポーザブルサーバ

従来のサーバではCPUやGPU，メモリ，
ストレージなどを 1 つの箱の中に収め「サー
バ」を構成するのに対し，コンポーザブル
サーバはCPUが載った複数のサーバと複

数 の GPU や ス ト レ ー ジ を 収 容 で き る
BOX，多数のCXLメモリが載ったBOXな
ど，各種コンピューティングリソースが載っ
た箱をPCI-eまたはCXLファブリックスイッ
チによって接続したものであり，CPU，
GPU，ストレージ，CXLメモリを自由度
高く組み合わせて利用できるものです．従
来のサーバでは，例えば 1 つのCPUと 4
個のGPUが載ったサーバがあった場合，
1 つのCPUに 2 個のGPUが欲しいユーザ
に対しては 2 個のGPUが余ってしまい，
GPUが無駄になってしまいます．これに
対しコンポーザブルサーバでは，CPUに
組み合わせるGPUやメモリなどのコン
ピューティングリソースの数を要求に合わ
せ比較的自由に組み合わせることができる
ため，使われない無駄なGPUやメモリを
減らすことができるメリットがあります．
コンポーザブルサーバの詳細は本特集記事

『DCIの技術開発におけるマルチベンダコ
ンポーザブルサーバ実現の取り組み』にて
解説されていますので，そちらをご覧くだ
さい．
■PEC- 2

DCIではコンポーザブルサーバなどを大

GPU GPU GPU GPU

GPU GPU GPU GPUGPU

GPU

GPU GPU GPU GPUGPU

MEM MEM MEM MEM

CPU CPU CPU CPU CPU

CPU CPU CPU CPU CPU

MEM MEM MEM MEM MEM

MEM MEM MEM MEM MEM

XPU XPU XPUXPUDPU
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APN

制御割当て
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MEM

データセンタ内ネットワーク

光電融合スイッチ

APN-G

PEC

コンポーザブルサーバ

CPU/GPU等の利用状況やワークロード状況に基づき最適な
リソース割り当てを行いリソース利用効率を高める

リソースボックス
（PCIe/CXL拡張ボックス）

サーバサーバサーバサーバ
CPU MEM

PCIe/CXLファブリック
スイッチ

リソースボックス
（PCIe/CXL拡張ボックス）
リソースボックス

（PCIe/CXL拡張ボックス）
リソースボックス

（PCIe/CXL拡張ボックス）（PCIe/CXL
GPU

拡張ボックス）
XPU

GPU

PCIe/CXL拡張ボックス）PCIe/CXL
GPU

GPU

拡張ボックス）拡張ボックス）拡張ボックス）
GPU

GPU XPU

DCI
ハード
ウェア

コンポーザブルサーバやGPU
サーバ等をネットワークを介
し接続したハードウェア

図3 IOWN光コンピューティングの概念
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量に効率良く接続するデータ用ネットワー
クが重要な役割を果たします．特に今後の
AI用データセンタでは複数のサーバ（GPU）
がお互いに連携し大量のデータをやり取り
して処理を進めるため，通信帯域が著しく
増大し，かつ通信帯域を確保するためにサー
バに複数のネットワークカードを搭載する
ケースなどもあり，ネットワークのポート
数も増大しています．そのため，通信装置
のコスト・電力が無視できないほど大きく
なってきており，ネットワークスイッチの
大容量化・低電力化の要求が強まっていま
す．このネットワークスイッチの大容量化・
低消費電力を実現するのがPEC- 2 と呼ば
れる光電融合デバイスです．PEC- 2 とは，
大容量スイッチを小型・低電力で実現する
際に重要になる電気と光の変換を行う光ト
ランシーバを，従来技術に比べ飛躍的な大
容量・低消費電力にできる技術であり，後
述の大阪・関西万博においては，OIF標準
に準拠した400 Gbit/sのトランシーバの 8
倍となる3.2 Tbit/sの通信速度を 1 台のモ
ジュールで実現するPEC- 2 デバイスを用
いました．このPEC- 2 では従来のトラン
シーバより帯域当り電力が半分程度に削減
でき，AIデータセンタに必要となる大容量
かつ低消費電力なスイッチを実現するキー
技術となります．万博時の PEC- 2 は3.2 
Tbit/sでしたが，現在さらに6.4 Tbit/sに
大容量化された改良版のPEC- 2 デバイス
を開発中です．PECの詳細については，本
特集記事『PEC- 2 を搭載した大容量・低
消費電力な光電融合スイッチ』に詳細が説
明されています．
■DCIコントローラ

IOWN光コンピューティングの概念で
重要な役割を果たすのが，これらを統合し
て制御するDCIコントローラです．DCIコ
ントローラは 1 つのデータセンタだけでな
く，複数データセンタのリソース・電力状
況を考慮しつつ適した計算資源の割り当て
を実施できます．このDCIコントローラは

「アプリケーションフレームワーク」と「動

的ハードウェアリソース制御（DHRC：
D y n a m i c  H a r d w a r e  R e s o u r c e 
Controller）」からなり，アプリケーショ
ンフレームワークがDCIのリソースを効率
的に利用できるようチューニングしたソフ
トウェアのテンプレートを提供します．さ
らに，DCI上でのアプリの実行に際しては，
現在のリソース利用状況とワークロードに
対し最適なリソースの割り当てがDHRCに
よって行われます．これらにより，リソー
スの利用効率を高めることができ，コスト
や電力の削減を実現します．

IOWN 2.0サービスの実例

2025年 4 月13日から10月13日までの184
日間，大阪市の夢洲で開催された大阪・関
西万博において，NTTは「時空を旅する
パビリオン」というコンセプトのもとパビ
リオン展示を行いました．

今回，会場-データセンタ間をAPNでつ

なぎ，データセンタに設置したDCIを用い
てNTTパビリオンでのサービスを提供す
ることにより，IOWN光コンピューティ
ングの概念を実証しました．大阪・関西万
博のNTTパビリオンでDCIを用い提供し
たサービスは，以下の 2 種類です．
■ファサード制御（表情分析）

NTTパビリオンは「感情を纏う建築」
という建築コンセプトにより，「感動や熱
狂と呼応して振動し，パビリオン全体が感
情を持った生命体のように蠢（うごめ）く」
という斬新な演出を行いました．図 4 に
NTTパビリオンの外観を示しますが，パ
ビリオン来訪者の感情を反映し，盛り上が
り状態に応じてパビリオンを覆う幕を人工
的に揺らすという演出にあたり，この来訪
者の表情を読み取り，感情の推論を行うシ
ステムにDCIを利用しました．
■会場内みまもり（転倒者検知）

NTTパビリオンの安全かつスムースな
運用のために，カメラ映像からパビリオン

図 4　大阪・関西万博NTTパビリオン
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の混雑状況や入場数のカウントを行う解析
や，パビリオンのエリア内にて体調不良で
倒れた来訪者や事故等を検出するための映
像解析にもDCIを利用しました．
■万博で利用したシステム構成

図 5 に万博で利用したシステム概略を示
します．会場ではパビリオン内部で十分な
サーバスペースや電力の確保が難しかった
ため，電力消費が大きいGPUを利用せず，
消費電力が少ない小型のサーバだけ設置し，
消費電力が大きいAI分析を行うサーバは
万博会場から数10 km離れた電力やスペー
スが十分確保できる大阪市内のデータセン
タで処理する構成としました．

万博会場にはカメラで撮影したデータを
データセンタへ送る配信サーバが配置され
ており，この配信サーバからAPN経由で
映像データがデータセンタへ送信されます．
データセンタには複数のGPUを搭載した
コンポーザブルサーバやGPUサーバが設
置されており，表情分析と転倒者検知のア
プリの要求に合わせGPUが適切に割り当
てられています．送信されたデータを，従
来のスイッチより消費電力が少ない光電融
合スイッチを経由して各サーバのGPUに
適切に割り振り，それぞれのAI分析を実
施し，その結果をファサード制御の情報と
してNTTパビリオンへ送り返すとともに，

転倒検知等の通知を行います．
このように，万博会場からAPNで遠隔

のデータセンタに接続し，光電融合スイッ
チで接続されたサーバ上のGPUをアプリ
ケーションごとに適切に割り当てるという
IOWN 光コンピューティングの概念を具
体化した構成によって，APNやDCIの各
要素を利用しなかった場合と比較し優れた
GPU利用率や低い消費電力で184日間にわ
たり実サービスを提供し，万博の成功に貢
献しました．

今後の展望

本稿では，IOWN 1.0として立ち上がっ
たAPNの活用例とそこから得られたお客
さまの期待，それらをもとにしたAPNの
将来に向けた技術開発動向の概要を説明し
ました．さらにIOWN 2.0を支えるDCIの
技術について説明し，DCIとAPNを組み
合わせたIOWN光コンピューティングの
大阪・関西万博での実装例について紹介し
ました．今後は，IOWN 2.0に向けて高度
化されたAPNやDCIのさらなる実用化実
証を通じて，IOWN 2.0の社会実装に貢献
していきます．

■参考文献
（1） https://journal.ntt.co.jp/article/37949
（2） https://business.ntt-east.co. jp/

service/koutaiikiaccess/
（3） https://business.ntt-west.co.jp/

service/network/iown/
（4） https://www.ntt.com/about-us/press-
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（5） https://www.ntt.com/about-us/press-

releases/news/article/2025/0918.html
（6） https://group.ntt/jp/newsrelease/

2025/11/14/251114a.html
（7） https://group.ntt/jp/newsrelease/

2023/11/09/231109b.html
（8） https://journal.ntt.co.jp/article/37050

（左から）  坂本  誠治/ 坂本  健

お客さまやパートナー企業様との実証を通じて，各
ステークホルダの方々のニーズや期待をしっかり受
け止め，課題解決に資するような付加価値を，ご利
用いただきやすいかたちで提供できるように，
IOWNのサービス化・プロダクト化を推進していき
ます．

◆問い合わせ先
NTT IOWNプロダクトデザインセンタ
企画担当
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サーバ
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図 5　NTTパビリオンでのIOWN光コンピューティング利用
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DCIの技術開発におけるマルチベンダコンポーザブル
サーバ実現の取り組み

幸
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介
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ノ方 一
か ず お

生

NTT	ソフトウェアイノベーションセンタ

は じ め に

NTTソフトウェアイノベーションセンタ
（SIC）では，IOWN（Innovative�Optical�
and�Wireless�Network）構想実現に向
け たDCI（Data-Centric-Infrastructure）
の技術開発の取り組みを進めています．
DCIはIOWN�Global�Forumが定義する
全体アーキテクチャにおいて，分散データ
センタ環境やヘテロジニアスなコンピュー
ティング環境における高効率なデータ処理

を可能とする基盤レイヤとして位置付けら
れています．IOWNの全体アーキテクチャ
における重要な基盤の 1つであり，これま
での特集記事において，IOWN�Global�
ForumでのDCIの機能アーキテクチャや
コンピュートクラスタのリファレンス実装
モデルの文書化についての取り組み（1）や，
2025年日本国際博覧会（大阪・関西万博）
のNTTパビリオンにおけるDCIを活用し
たハードウェアリソースの効率的な利用と
低消費電力化の取り組み（2）について紹介し

てきました．また，NTTではDCIが複数
のコンポーザブルサーバや�GPUサーバ等
ネットワークを介して接続したハードウェ
アと，この相互に接続されたCPUやGPU
等のリソースを最適に割り当てる「DCI�コ
ントローラ」によって構成されるものとし
ています．
本稿では，デバイスを柔軟に組み合わせ

て利用が可能なコンポーザブルサーバを用
いたDCI構成に注目します（図 1）．コン
ポーザブルサーバとはホストサーバと

URL https://journal.ntt.co.jp/article/38184

DOI https://doi.org/10.60249/26025002

NTTソフトウェアイノベーションセンタでは，IOWN（Innovative	Optical	
and	Wireless	Network）構想実現に向けたDCI（Data-Centric-Infrastructure）
の技術開発の取り組みを進めています．本稿では，DCIの構成要素であるコンポー
ザブルサーバにフォーカスし，マルチベンダ機器を組み合わせたインフラ構築・
運用のための仕組み（機器管理インタフェースやフレームワーク）とNTTにおけ
るマルチベンダコンポーザブルサーバ実現へ向けた課題について紹介します．
キーワード：#DCI，#コンポーザブルサーバ，#マルチベンダコンポーザブルサーバ

図１ コンポーザブルサーバを用いたDCI構成
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図 1 　コンポーザブルサーバを用いたDCI構成
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PCIe/CXL拡張ボックス（リソースボックス）
をPCIe/CXLファブリックスイッチ（ファ
ブリックスイッチ）で接続しCPU，GPU，
ストレージ，CXLメモリを自由度高く組み
合わせて利用できるものです（図 2）．
NTTではコンポーザブルサーバの製品
ベンダ各社とも連携して，複数ベンダの製
品を組み合わせたシステムの構築や運用の
検証を行ってきました．また，DCIコント
ローラソフトを介して，複数ベンダの製品
を組み合わせたマルチベンダコンポーザブ
ルサーバの構築およびコンテナ基盤と連携
した運用を可能とすることをめざしてい
ます．
本稿では特に，DCIコントローラソフト

の実現において活用を検討している，マル
チベンダコンポーザブルサーバの管理標準
やフレームワークについて，その成立の経
緯を含めて紹介します．その次に，NTT
におけるマルチベンダコンポーザブルサー
バを実現するための課題を紹介します．管
理標準としては，データセンタインフラを
制御することを目的にDistributed�Man-
agement�Task�Force（DMTF）（3）によっ
て仕様策定され，サーバやネットワーク機

器に機能実装されてきたRedfi�sh（4）インタ
フェースについて紹介します．また，
Open�Fabrics�Alliance（OFA）（5）が提唱
する，Sunfi�sh�Framework（6）について詳
述します．Sunfi�shは，ベンダが異なるコ
ンポーザブルサーバのハードウェア（サー
バ，メモリ，アクセラレータ等）を，Red-
fi�sh等の標準的な管理インタフェースを通
じて統一的かつ一元的に管理することがで
きます．また，物理構成に依存しないコン
ピューティングリソースの管理と動的構成
（ライフサイクル管理）を可能とする論理
モデルを提供することから，NTTが実現
をめざすDCIコントローラソフトでも活用
可能なサービスフレームワークと考えてい
ます．Sunfi�shの2025年12月時点のバー
ジョンは0.5版であり，OFAにおいて，今
後のバージョン1.0版の仕様リリースに向
けた活動が活発に進められています．

マルチベンダコンポーザブルサーバ
に関する標準化の動向

ここではマルチベンダコンポーザブルサー
バの構築・運用を可能にするための仕組み

である，標準管理インタフェースやフレー
ムワークの設計について紹介します．
近年にみられるようなクラウドや仮想化，

ハイパースケール環境の普及により，大量
のサーバの管理を，統一APIを用いて自動
化する必要が生じています．一方で，サー
バ機器等の製品の管理インタフェースとし
て，これまでIPMI（Intelligent�Platform�
Management�Interface）が広く用いら
れてきましたが，IPMIは1998年に策定さ
れた古い規格であり，大量のサーバを
REST�APIで扱うことはできず，また拡張
性に乏しいといった問題もありました．そ
のような経緯もあり，2015年，DMTFが
Redfi�shを標準化しました．Redfi�shは，
RESTful�API/JSON/HTTPSベース，セキュ
リティの強化，構造化されたハードウェア
構成情報の提供，スケールアウト管理に適
した設計といった特徴があります．具体的
にはRedfi�shのデータモデルは階層的な
URI構造を通してアクセス可能なツリー構
造（リソースツリー）となっています．
大手ベンダもRedfi�shを採用し，モダン

なデータセンタ管理全般に用いられるよう
になってきています．またコンポーザブル
サーバのように，データセンタ内にあるサー
バやPCIe/CXL拡張ボックス内のデバイス
をプール化（リソースプール）し，動的に
再構成しながら使用するといった新たな需
要も出てきています．この需要にこたえる
べく，DMTFは2017年ごろからCompos-
abilityの概念を標準仕様に追加し始めてお
り，コンポーザブルサーバの制御にRedfi�sh
が適用できるようになってきています（7）．
また，Redfi�shのようにインタフェース
を規定するだけでなく，コンポーザブルサー
バを運用しやすくするためのフレームワー
クを策定する動きとして，OFA�Sunfi�shが
あります．Sunfi�shは，コンポーザブルサー
バを運用管理するためのオープンアーキテ
クチャであり，CPU，メモリ，ストレージ，
GPUなどのデバイスをネットワーク越し
に接続し，それらを柔軟に組み合わせて論
理的なサーバ（論理サーバ）を構成するフ図２ コンポーザブルサーバの概要

サーバ

ファブリックスイッチ
( PCIe/CXLファブリックスイッチ )

リソースボックス
（ PCIe/CXL拡張ボックス ）

GPU GPU XPU XPU

CPU MEM

図 2 　コンポーザブルサーバの概要
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レームワークです．Sunfi�shのアーキテク
チャを図 3に示します．
ここで，Sunfi�shの特徴として以下の 3
点があげられます．
①　ベンダニュートラル
②　抽象化されたリソース表現モデル
③　�標準ベースでオープンな管理インタ
フェース

1番目の特徴は，ベンダニュートラルな
ところです．各ベンダ製品がRedfi�shを提
供している場合，それぞれの名前空間が重
複する可能性があります．Sunfi�shでは，
それら製品に対してSunfi�shの管理空間内
でユニークなIDを割り当てることでこの
問題に対応しています．また，ベンダ独自
のAPIやツールを提供している製品に対応
するために，インタフェースをRedfi�shに
変換するレイヤ（Sunfi�sh�Agent）を設け
ています．このように複数の異なるベンダ
製品を統一的かつ一元的に管理することを
可能とするリポジトリ・サービス設計となっ
ています．
2番目の特徴は，抽象化されたリソース

表現モデルであることです．Sunfi�shは，
Sunfi�sh�ServiceにおいてSunfi�sh�Agent
を介して収集されたサーバ，ストレージ，

ファブリック構成に関する情報を，Red-
fi�shのリソースツリーとして抽象化して管
理します．これにより管理者や管理ツール
といったクライアントがどのサーバに
GPUがあり，どのメモリがどこにつながっ
ているかなど，物理面を意識せずに論理レ
ベルでリソースをプール，割り当て，再構
成できるよう設計されています．
3番目の特徴は，標準ベースでオープン

な管理インタフェースであることです．
API は DMTF�Redfi�sh お よ び SNIA�
Swordfi�sh（8）を利用しています．これらが
提供するRESTful�APIをとおしてリソース
の管理，論理サーバの構成を実施できるた
め，将来的な拡張性や異種ハードウェアの
統合にも耐え得るようになっています．
続いてSunfi�shの管理方法について説明

します．各機器のRedfi�shのリソースツリー
を基に全体を管理するRedfi�shのリソース
ツリーが統合，構成されます(図 4 )．各機
器はSunfi�sh�Serviceへの登録時，Sunfi�sh
の管理空間内でユニークなIDがSunfi�sh�
Serviceから割り振られ，この仕組みによっ
て各機器のRedfi�shのリソースツリーの名
前空間の重複は回避されます．この結果，
クライアントは，Sunfi�sh�Serviceが割り

振ったIDに基づいて，統合されたリソー
スツリーを操作することが可能になります．
また，Sunfi�sh�ServiceはIDの対応表を保
持し，任意のSunfi�sh�Agent配下のコン
ポーザブルサーバ製品を操作する際には，
そのSunfi�sh�Agentが管理する名前空間の
IDに変換したうえで操作を要求します．
最後に，Sunfi�shを用いた論理サーバの
作成の流れについて説明します．なお，簡
単のために論理サーバの構成に必要なリ
ソースの情報は事前に把握できているもの
とします．
・�クライアントは，Sunfi�sh�Serviceが管
理する名前空間のIDを用いて，Sun-
fi�sh�Serviceに対して論理サーバの作
成を要求する．
・�Sunfi�sh�Serviceはクライアントの要求
に従い，記載されているリソースを持
つSunfi�sh�Agentに対して論理サーバ
を構成するリソースの確保を要求する．
このとき，リソースのIDは，その
Sunfi�sh�Agentが管理する名前空間の
IDに変換される．
・�Sunfi�sh�Agent は Sunfi�sh�Service の
要求に従い，コンポーザブルサーバ製
品に対するリソース確保を要求する．

図３ Sunfishのアーキテクチャ概要

コンポーザブル
サーバ製品
ベンダA

Sunfish Service
( Composability Service )

クライアント

例：システム管理者 / 管理ツール

コンポーザブル
サーバ製品
ベンダB

コンポーザブル
サーバ製品
ベンダC

リソースツリー

RF / SF

RF / SF / Vendor Native API

Sunfish Agent

リソースツリー

RF … Redfish
SF … Swordfish

RF / SF / Vendor Native API

RF / SF / Vendor Native API

RF / SF

RF / SF

RF / SF

Sunfish Agent

リソースツリー

Sunfish Agent

リソースツリー

図 3 　Sunfishのアーキテクチャ概要
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・�コンポーザブルサーバ製品はSunfish 
Agentの要求に従ってリソースを確保
する．
・�Sunfish Serviceは自身のRedfishのリ
ソースツリーの構成情報を更新する．
Sunfishではリファレンス実装にも取り
組まれており，上述した機器登録の機能が
実装されています．一方で，上記の論理
サーバの作成の流れを実現するには，Sun-
fish Agentが持つリソースをどのように認
識し，Sunfish ServiceのRedfishのリソー
スツリーへどう組み込むか等を実装する必
要があります．また，Sunfish Agentをど
の単位で構成するかといったアーキテクチャ
としての検討も必要です．

マルチベンダコンポーザブル 
サーバの実現へ向けた課題

マルチベンダコンポーザブルサーバを実
現するためには，私たちは大きく以下の 2
つの課題に取り組む必要があると考えてい
ます．
■統合管理の実現へ向けた課題
前述のとおり，OFAにおけるSunfishの

ようにマルチベンダコンポーザブルサーバ
の統合管理に向けた標準の策定も進んでい
ますが，実運用までを考慮すると，製品と

のギャップやアーキテクチャ上の課題がい
くつか残っていることが，これまでのSIC
による検証を通じて分かってきています．
ここではその中でも ２つの課題について紹
介します．
（1）　リソースの抽出，管理方法
Sunfishでは各製品のリソースを，Sun-
fish ServiceのRedfishのリソースツリー
で統合管理します．ここでは，Sunfish 
Agent配下のリソースの情報をどのように
してSunfish Serviceに通知，統合させる
かという問題があります．物理的な接続構
成により依存関係にあるリソース群も存在
するため，その考慮も必要となります．私
たちはRedfishのComposability機能を
備えるファブリックスイッチ製品を対象に
現在Sunfishを介した構成に必要な機能の
実装および構成操作を試行しています．し
かし，リソースボックス内のデバイスをサー
バに割り当てる際に，製品仕様によっては
デバイス単位での割り当てではなく，それ
らを取りまとめるポートに対してデバイス
を割り当てる手続きとなっています．また
ポートがデバイスと一対一対応していない
こともあり，こうした製品仕様を考慮に入
れたリソースの抽出機構が必要であること
が分かってきています（図 5）．

（2）　Sunfish Agentの構成単位
Sunfish Agentの構成単位も検討が必要

な課題の 1つです．Sunfish Agentの構成
単位は図 6に示すとおり，大きく以下の 2
パターンが存在します．
・�パターン 1　ホストサーバ，ファブリッ
クスイッチ，リソースボックスごとに
Sunfish Agentを構成：この場合の利
点は，ホストサーバ，ファブリックス
イッチ，リソースボックスをそれぞれ
異なるベンダ製品を用いてコンポーザ
ブルサーバを構成できる点です．欠点
はリソースの抽出，管理方法の課題と
同じく，機器間の物理的な接続構成と
いった依存関係をSunfish Service側
で保持する必要があるためSunfish 
Serviceへそのような機能を実装する
必要がある点です．
・�パターン 2　依存関係のある機器をま
とめて 1 つのSunfish Agentを構成：
この場合の利点は，Sunfish Service
側で物理構成を把握する必要がない点
も利点の 1つです．また，依存関係ご
とにSunfish Agentが存在しているた
め，障害発生時の製品の影響範囲を特
定しやすい点です．欠点はSunfish 
Agentに障害が発生した際の復旧作業
が複雑になる点です．Sunfish Agent

図４ Sunfish Serviceによるリソースの統合管理

リソースプール

コンポーザブル
サーバ製品
ベンダA

Sunfish Service
( Composability Service )
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コンポーザブル
サーバ製品
ベンダC

リソースツリー Sunfish Agent

リソースツリー

RF / SF

RF / SF / Vendor Native API

RF / SF

RF / SF

RF … Redfish
SF … Swordfish

RF / SF / Vendor Native API
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Sunfish Agent

リソースツリー
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リソースツリー

図 ４ 　Sunfish Serviceによるリソースの統合管理
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に障害が発生した際，それが管理して
いるすべての機器の状態を依存関係に
基づき整合性のあるかたちで復旧する
必要があります．
このように，Sunfish Agentの構成単位
には複数パターンが存在し，それぞれに利
点，欠点が存在します．Sunfish Service
とSunfish Agentの独立性が保たれること
から，私たちはパターン 2の実現をめざし
ています．

■コンポーザブルサーバの実運用に向けて
最後にコンポーザブルサーバの機能検証
等で得られた実運用に向けた課題について
共有します．
（1）　�論理サーバの作成，構成変更に要す

る時間
論理サーバを作成，再構成する際にはそ

れに要する時間が運用上課題となり得ます．
サーバの再起動には時間を要するため，リ
ソースの割り当て・解除といった操作では，

可能な限りサーバを再起動することなく操
作が完了できる必要があります．論理サー
バの作成，再構成時にサーバの再起動が不
要な動的構成変更機能は一部ベンダで提供
されています．
（2）　物理構成情報の管理，更新機構
サーバとリソースボックスの物理的な接
続情報は，Sunfishによるリソースを抽象
化するうえで必要な情報です．そのため，
このような物理的な接続情報をコンポーザ

図５ 製品仕様によるリソース管理の難しさ
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デバイスポートに割り当てられるデバイスが
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図 ５ 　製品仕様によるリソース管理の難しさ

図６ Sunfish Agentの構成単位

パターン２：依存する機器をまとめてSunfish Agentを構成パターン１：機器ごとにSunfish Agentを構成
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図 ６ 　Sunfish Agentの構成単位

IOWN 2.0時代の技術開発動向――ネットワークからコンピューティングの領域へ�特 集

16 2026.2



ブルサーバから取得できることはSunfish
において重要です．そうでなければ物理的
な接続情報を手動で管理することになり，
インフラの運用コストが増大するほか，オ
ペレーションミスにより障害を招く可能性
も考えられます．コンポーザブルサーバに
よりシステム全体の複雑さが増しているこ
とを考慮しても，物理構成情報の管理，更
新機構は必要です．マルチベンダコンポー
ザブルサーバを実現するために，本機能を
具備するよう各コンポーザブルサーバベン
ダへの働きかけをしていくことを検討して
います．
（3）　機器間のケーブル接続作業の増大
PCIe拡張ボックス，PCIeファブリック
スイッチはレーン数にはよるものの，基本
的に多くのPCIeケーブルを要します．ま
た，世代によりケーブルの太さも大きく変
わり，例えば第 5世代の場合は，太いうえ
にケーブル長も短いため，ケーブルの取り
回しが容易でないほか，ケーブル長の制約
により接続するサーバ機器などを含め，物
理的なラッキング位置も考慮が必要でした．
さらにPCIe拡張ボックスに関しては，例
えばGPUの補助電源ケーブルはベンダ提
供の製品でないと使用ができず，市販品等，
ベンダ提供ではない製品を使用するとボッ
クスが故障するといった問題もみられるな
ど，作業時に考慮すべき点が多々ありま�
した．
（4）　可用性の向上
コンポーザブルサーバは大きく，サーバ，
ファブリックスイッチ，リソースボックス
の 3つで構成されます．そのため，ファブ
リックスイッチやリソースボックスに対し
て可用性の向上が必要ですが，どのように
それを実現するかも重要です．例えば，リ
ソースボックスを，その中に搭載されてい
るデバイスを含めて，リソースボックス単
位で単純にアクティブ・スタンバイ構成を
とると，待機系のリソースを持て余すこと
になり，リソースの効率活用というコンポー
ザブルサーバの本来の目的に反する結果と
なります．

（5）　低レイヤまで見据えた構成の必要性
論理サーバの構成時，単にリソースプー
ルから構成可能なリソースを選択するだけ
でなく，可能な限り，その上で動作するワー
クロードを考慮した，より低レイヤを意識
した構成が望ましいと考えます．例えば，
NVIDIAのGPUDirect RDMAといったオ
フロード機能を使用する際には，PCIeス
イッチやルートコンプレックスを意識した
リソースの選択がワークロードの性能やデー
タ処理の効率性に影響を与えます．
（6）　構成オペレーションの安全性確保
コンポーザブルサーバはその状態管理に
不整合が起きるとシステムが停止するおそ
れがあります．マルチベンダコンポーザブ
ルサーバを実現するうえでは，これらトラ
ンザクション管理の徹底が非常に重要です．

今後の展開

本稿では，DCIの技術開発におけるマル
チベンダコンポーザブルサーバ実現の取り
組みとして，統合管理として現時点で有力
と考えるSunfishや，その設計およびコン
ポーザブルサーバの実運用上の課題を紹介
しました．
今後は，2026年度の商用化をめざす

DCI- 2（9）の実現に向けた研究開発を強化し
ていきます．具体的には，Sunfishの設計
思想を取り込みながらマルチベンダコンポー
ザブルサーバをDCI- 2 のシステムに統合
していきます．さらに，現状のSunfishの
仕様やそのリファレンス実装に不足してい
る機能等をOFA Sunfishに提案し，統合
管理の標準化と普及を推進していきます．
そのうえで，マルチベンダコンポーザブル
サーバとコンテナ基盤との連携した運用を
可能とするための取り組みも行っていきま
す．具体的には，コンテナ基盤のデファク
トスタンダードとなっているKubernetes
では，動的リソース割り当て機能（Dy-
namic Resource Allocation）が提供さ
れ始めていますが，本機能と連携して，例
えばコンポーザブルサーバのリソースボッ

クス内のデバイスをワーカーノードに動的
に割り当てるような取り組み（10）も始まって
おり，NTTも参画しています．また，DCI
の各種オペレーション機能の拡充に向けて，
DCIコントローラソフトの技術開発や
IOWN Global Forumへのシステムリファ
レンスの提案を行いつつ，AI・映像処理を
必要とするモビリティユースケースや，そ
のほかのユースケースへの技術の展開も図
ります．
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（5）	 https://www.openfabrics.org/
（6）	 h t tps : / /www .open fab r i cs . o rg /

openfabrics-management-framework/
（7）	 https://www.dmtf.org/dsp/DSP2050
（8）	 https://www.snia.org/forums/smi/

swordfish
（9）	 https://www.rd .ntt/ forum/2024/

keynote_2.html
（10）	https://github.com/CoHDI

（左から）	 �幸田  健介/ 二ノ方  一生

IOWNはネットワークだけでなく，コンピューティン
グ基盤に変革をもたらす構想です．その構想の実
現に向けて，IOWN Global Forum等でのアーキ
テクチャ議論やパートナ企業との連携を行い，技術
開発の取り組みを推進していきます．

◆問い合わせ先
NTTソフトウェアイノベーションセンタ
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PEC- 2を搭載した大容量・低消費電力な光電融合スイッチ
村
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NTTデバイスイノベーションセンタ

光通信と光電融合技術

NTTでは長年にわたり，通信インフラ
の高度化を目的として，伝送路の光化を進
めてきました．光信号は電気信号に比べて
伝送中のエネルギー損失が極めて小さく，
減衰を抑えながら遠距離まで安定的に届け
られるという大きな利点があります．この
特性を最大限活用するため，光通信システ
ムでは光トランシーバと呼ばれるデバイス
が重要な役割を担っています．光トラン
シーバは，電気信号を光信号へ，またその
逆に変換するインタフェースとして機能し，
情報処理装置と光ネットワークをつなぐ要
となるデバイスです．

光トランシーバを用いた光伝送は，これ
まで主に長距離通信を中心に活用されてき
ましたが，近年ではデータセンタ内の短距
離通信にも適用範囲が広がっています．
サーバ間で大量のデータが往来する現在の
データセンタでは，電気信号だけでの伝送
では消費電力面で限界が見え始めており，
短距離領域でも光伝送の利点が注目されて
います．今後は，より短距離なデータ伝送

にも光技術を適用することで，新たな性能
向上が期待されます．

このような背景のもと，NTTでは電気
による情報処理と光による伝送を統合する
光電融合技術に注力しています．光電融合
は，光通信システム全体の消費電力低減に
寄与し，NTTが提唱する次世代ネットワー
ク構想 IOWN（Innovative Optical and 
Wireless Network）の実現に向けた中核
技術として位置付けられています．

NTTの光電融合技術

光電融合技術とは，電子回路と光回路を
一体化し，光トランシーバ機能をより小型・
高効率なかたちで集積化する技術です．
NTTはこの技術を用いて開発したデバイ
ス群をPEC（Photonics-Electronics 
Convergence）デバイスと総称し，IOWN
構想に合わせて段階的に実用化してきま
した．

図 1 にNTTのPECデバイスのロードマッ
プを示します．IOWN 1.0 では，２0２3年よ
り商用サービスが開始されたAPN（All-

Photonics Network）において，PEC- 1
を活用したデジタルコヒーレント光トラン
シーバを導入しました．これは既存の光
ネットワークに比べ高効率で安定した長距
離伝送を可能にするもので，IOWNの基
盤となる通信品質の向上に寄与しています．

さらにIOWN ２.0 に対してはネットワー
ク領域だけでなく，より大規模なデータ処
理が行われるコンピューティング領域でも
光電融合技術を活用すべく研究開発を進め
てきました．データセンタではデータ通信
量が急速に増えており，電力消費は大きな
課題となっています．そこで短距離接続向
けの低電力なPEC- ２ を用いて低消費電力・
大 容 量 の イン タ ー コネ クト を 構 築し，
IOWN ２.0 のコンピューティング基盤を支
える技術の実用化を進めています．

その後，将来のIOWN 3.0以降に向けて
はさらに小型かつ低消費電力なPEC- 3 や 
PEC- 4 として，半導体パッケージ間やパッ
ケージ内といったコンピュータ内部の領域
へと光接続を拡張し，コンピュータアーキ
テクチャそのものの革新をめざしています．

URL https://journal.ntt.co.jp/article/38182

DOI https://doi.org/10.60249/26025003

IOWN（Innovative Optical and Wireless Network） 2.0 では，ネットワー
クの消費電力を大幅に削減可能な光電融合技術として，PEC（Photonics-
Electronics Convergence）- 2 の実用化をめざしています．本稿では，これ
までの光電融合技術の進化を紹介するとともに，コンピューティング領域への適
用に向けて開発を進めているPEC- 2の技術について解説します．また，コンピュー
ティングインターコネクトとして活用すべく研究開発を進めている，PEC- 2 を
搭載した光電融合スイッチと大阪・関西万博での活用事例を紹介し，商用化に向
けた今後の展開について述べます．
キーワード：#IOWN，#光電融合，#DCI

PEC-1 (テレコム，データセンタ間)

PEC-2 (ボード間)

PEC-3 (半導体パッケージ間)
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図 1　NTTのPECデバイスロードマップ

IOWN 2.0時代の技術開発動向――ネットワークからコンピューティングの領域へ特 集

18 2026.2



光電融合技術のコンピューティング
応用

AI（人工知能）の急速な発展は，これま
でにない規模のデータ生成と演算需要を生
み出し，世界中のデータセンタが扱う情報
量は指数関数的に増加しています．高い計
算性能を実現するためには大量の電力が必
要となるため，現在ではデータセンタの電
力消費は世界的な課題として議論されるほ
ど深刻化しています．

特に問題となっているのが，取り扱うデー
タ量の増大と合わせて半導体の性能向上が
進み，データ伝送にかかる電力が大幅に上
昇している点です．従来のコンピューティ
ングシステムでは，データは電気信号のま
まサーバ間やラック間を伝送する仕組みが
基本でした．しかし，AI開発や大規模分散
処理の普及により，通信距離が以前より長
くなり，伝送されるデータ量そのものも拡
大しているため，電気伝送は限界に近づい
ています．

電気信号によるデータ伝送は，信号周波
数が高くなるほど，また伝送距離が長くな
るほど消費電力が急速に増えてしまいます．
これは，電気伝送の物理的制約による避け
られない特性です．その結果，今後さらに
高い信号周波数で伝送するデータ量が増え
ることを考えると，電力消費の増大は避け
られない問題として浮上しています．

そこで注目されているのが，電気のまま
伝送する方式を光伝送へ置き換える光電融
合技術です．光伝送は高周波信号を低損失
で長距離伝送できるため，電気伝送で問題
となる消費電力の急増を抑えることができ
ます．光を用いた伝送を活用することで，
電力消費を劇的に抑えながら高性能な計算
環境を維持できる可能性があり，世界的に
も大きな期待が寄せられています（1）, （２）． 

光電融合技術は単に省電力化を実現する
だけでなく，通信性能を底上げし，結果と
してコンピューティング全体の能力を引き
上げる重要な鍵となっています．

光電融合技術を活用したコンピュータ
アーキテクチャ

現在のコンピューティングシステムでは，
要求される性能の上昇に対して演算を行う

半導体性能がついていけず，単一のサーバ
筐体にGPU等の高性能リソースを詰め込
む従来の設計思想では，需要にこたえきれ
なくなりつつあります．AIトレーニングや
大規模データ処理では，複数のサーバ間で
膨大なデータをやり取りする必要が生じる
ため，サーバ内部とサーバ間で通信特性が
大きく異なることが新たなボトルネックと
なっています．

サーバ間のネットワークは，内部バスに
比べて遅延も大きく，電力効率も低いため，
サーバ内部と同じ感覚でリソースを扱うこ
とは困難です．その結果，従来のアーキテ
クチャでは，サーバ内部に多種多様な計算
リソースを搭載し，高性能化を図らざるを
得ませんでした．しかし，このアーキテク
チャはコスト・消費電力・冗長性のすべて
の点で非効率です．

こうした課題を解決するアーキテクチャ
として，図 2 に示すような光ディスアグリ
ゲーテッドコンピュータを提案しています．
これは，光電融合技術によってサーバ筐体
の垣根を越えて計算リソースを高速・低遅
延に接続し，まるで 1 つの大きなコンピュー
タのように扱える仕組みです（3）． 

このアーキテクチャでは，リソースをサー
バ単位ではなくプール単位で管理し，計算
タスクに応じて最適なアクセラレータやメ
モリを柔軟に組み合わせることができます．
また，アクセラレータは汎用目的である必
要がなく，用途特化型の回路を集中的に活
用できるため，高性能かつ効率的な計算処
理を実現できます．

実現には，リソース間で膨大なデータを
やり取りする必要があるため，大容量・低
遅延・低消費電力を兼ね備えた光インター

コネクトが不可欠であり，ここに光電融合
技術の価値が最大限発揮されます．

PEC- 2 世代の光電融合技術

光電融合技術の実装形態として注目 
されているのが，OIF（Optical Internet-
working Forum）において標準化が議論
されてきたCPO（Co-Packaged Optics）
技術です．CPOは半導体ICと光トランシー
バを近接実装することで，従来のトランシー
バ方式で必須だった長距離の高速電気配線
を大幅に削減し，信号損失や電力増大の課
題を根底から解決するアプローチです．
NTTが研究開発を進めるPEC- 2 において
もこのCPO技術を採用しています．

OIFが公開した3.2 Tbit/s CPOの実装 
仕様（IA: Implementation Agreement）
では，51.2 Tbit/sクラスのイーサネットス
イッチへの適用が想定されています（4）．こ
れは，スイッチチップ近傍に複数のCPO
モジュールを並べて実装し，電気配線の距
離を極限まで縮めることで，高密度かつ低
消費電力の大容量スイッチを実現するとい
う考え方に基づいています．

図 3 に従来のスイッチ構成とCPOを活
用したスイッチ構成の比較を示します．従
来のスイッチ構成では，フロントパネルに
プラガブル型トランシーバを装着する構造
が主流であり，スイッチチップからトラン
シーバまでの電気配線で大きな電力を消費
するため高速化の妨げとなっていました．

これに対してCPOでは，スイッチチッ
プ直近で電気信号と光信号の変換を行うた
め，装置内部に光配線を広く取り入れるこ
とができ，同じ大容量を扱う場合でも電力

図 2　光ディスアグリゲーテッドコンピュータ
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を大幅に削減できます．
現在，OIFの仕様を基にしたCPOを活

用したイーサネットスイッチ装置は複数の
ベンダで開発が進められ，次世代のネット
ワーク装置の標準形態として実用化が加速
しています．

PEC- 2 搭載光電融合スイッチ試作
機の実現と万博活用

NTTのPEC- ２ の研究開発においても，
OIF規格に準拠した3.２ Tbit/s CPOの形態
を基にデバイス技術の確立を進めてきまし
た．PEC- ２ では，シリコンフォトニクス
技術を用いて変調器や受信器を高密度に集
積 し，DSP（Digital Signal Processor）
による高度な信号処理により，電気信号と
光信号の効率的な変換を可能にしています．

1 台のPEC- ２ 当り3２チャネル，合計3.２ 
Tbit/s の 帯 域 を 実 現 で き，100 Gbit/s 
PAM4信号に対応しています．光インタ
フェースにはOIF準拠の光ファイバピグテ
イ ル を 用 い て お り， 1 モ ジ ュ ー ル で
400GBASE-DR4規格 8 チャネル分の出力
を提供できます．

図 4 にPEC- ２ と同等の帯域を実現する
ために必要な従来のプラガブルトランシー
バとの比較を示します．PEC- ２ は 1 台で3.２ 
Tbit/sの帯域を持つため，400 Gのプラガ
ブルトランシーバ 8 台分に相当します．モ
ジュールの大きさを比較すると，PEC- ２
によって87％の削減が可能となります．ま
た，PEC- ２ はOIF規格で定められた消費
電力の最大値を満たすため，消費電力1２ 
Wの従来プラガブルトランシーバ 8 台分
に比べて，50％削減した48 Wで実現可能
となります．

今回このPEC- ２ を搭載した「光電融合
スイッチ」の試作機を作製しました．51.２ 
Tbit/sのスループットを持つスイッチチッ
プ近傍にPEC- ２ を実装することで，イー
サネットフレームを転送するスイッチ装置
が実現できました．図 5 に示すようにNTT
はこのスイッチを19インチラックに収容で
きるサイズで試作し，空冷に加え水冷を取
り入れた効率的な冷却設計によって，高発
熱のスイッチチップやPEC- ２ を安定動作
させています．

フロントパネルには16心MPOコネクタ

を採用し， 1 コネクタ当り400GBASE-DR4
規格を ２ チャネルを収容します．合計64コ
ネクタで51.２ Tbit/sを実現し，コンパクト
かつ高密度な実装が可能となりました．ま
た，400GBASE-DR4に 加 え，100GBASE-
DRへのブレイクアウトにも対応できます．

この光電融合スイッチ試作機は効率的な
冷却機構と多心のMPOコネクタを用いた
高密度なフロントパネルの光インタフェー
スにより，大容量なイーサネットスイッチ
装置でありながら，２RU（Rack Unit）と
いう極めて小型なサイズで装置を実現しま
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した．
さらにNTTが試作した光電融合スイッ

チ試作機は，光ディスアグリゲーテッドコ
ンピュータのコンピューティングインター
コネクトとして実際のシステムの一部に組
み込まれ活用されました．

２0２5年 4 月13日から10月13日にかけて開
催された大阪・関西万博において，NTT
はパビリオンを出展しその中でIOWN光
コンピューティングとして，光ディスアグ
リゲーテッドコンピュータのアーキテクチャ
を採用したコンピューティングによるサー
ビスを提供しました（図 6 ）．会場内に設
置された多数のカメラ映像をリアルタイム
でAI分析し，その結果をパビリオンの展
示に活用するという取り組みです．万博に
関 す る 内 容 に つ い て は， 本 特 集 記 事

『IOWN ２.0時代の社会実装に向けた取り
組み』に詳細が説明されています．

このシステムの中で，光電融合スイッチ
試作機は膨大な映像データを複数のGPU
アクセラレータへ効率的に振り分ける役割
を担いました．万博期間の 6 カ月にわたり
安定運用を完遂したことで，PEC- ２ を含
む光電融合技術が実サービス環境における
有用性を備えていることが示されました．

PEC- 2 搭載光電融合スイッチの商
用化に向けて

万博に活用した光電融合スイッチ試作機
は，OIF規格に準拠したCPO構成を活用
しましたが，商用化に向けてさらなる高性
能化を実現すべく研究開発を進めています．
従来のイーサネットスイッチでは光トラン
シーバを装置のフロントパネルにて挿抜す
るプラガブルトランシーバを採用していた
ため，ユーザの手で交換できることから故
障時の修理が容易でした．一方でCPO構
成では，従来の光トランシーバに相当する
PEC- ２ が装置内部のスイッチチップ近傍
に半田付けで実装されているため，交換が
容易ではありません．メンテナンスに際し
て装置を停止し，分解したうえでのデバイ
ス交換が必要なため，修理コスト・運用コ
ストがかかります．そこでNTTイノベー
ティブデバイスではCPO構成としてスイッ
チチップに直接実装できる形態をとりなが
ら，プラガブルトランシーバのように付け

外しができる実装形態（ソケット型実装）
を提案し，実用化を進めています（図 7 ）．
さらに基本特性である通信容量の拡大と大
幅な消費電力の低減を進めており，6.4 
Tbit/sのPEC- ２ を実現し10２.4 Tbit/sのス
イッチチップに実装することで，従来のプ
ラガブルトランシーバを使用したスイッチ
装置と比較して50％の電力削減を実現すべ
く開発に取り組んでいます．

上述の性能向上を実現したPEC- ２ の商
用版については，２0２6年にサンプルを提供
できるよう検討を進めています．

今後の展開

本稿では，コンピューティング適用に向
けて検討を進めている光電融合技術につい
て紹介しました．NTTは光通信の強みを
活かし，電気処理と光伝送を融合する光電
融合技術を用いたデバイスの研究開発を進
めています．これらの技術をPECデバイ
スとして体系化し，IOWN 1.0ではAPNに
PEC- 1 を導入しました．さらにIOWN ２.0
からは，光電融合技術の適用範囲をコン
ピューティング領域へと拡大していきます．
まずはPEC- ２ による低消費電力・大容量
インターコネクトの研究開発を推進し，将
来はパッケージ内部まで光接続を拡張する
PEC- 3 やPEC- 4 によって，コンピュータ
アーキテクチャそのものの革新をめざしま
す．PEC- ２ の実用化に向けては，OIF規格
に準拠した3.２ Tbit/sのPEC- ２ を搭載した
光電融合スイッチ試作機を開発し，大阪・
関西万博で実運用することで，その有効性
を確認しました．今後もPEC- ２ のさらな
る高性能化に向けて研究開発を進め，商用

化に取り組んでいきます．

■参考文献
（1） https://journal.ntt.co.jp/article/35349
（2） https://journal.ntt.co.jp/article/36078
（3） https://journal.ntt.co.jp/article/33807
（4） https://www.oiforum.com/wp-content/

uploads/OIF-Co-Packaging-3 .2T-
Module-01.0.pdf

（左から） 村中  勇介/ 伊藤  猛/
有川  勇輝/ 妹尾  和則

光電融合技術はネットワークの消費電力を削減で
きる技術です．この光電融合技術を用いて，電力問
題を解決する革新的なコンピューティングを実現す
べく，研究開発を進めていきます．

◆問い合わせ先
NTTデバイスイノベーションセンタ

IOWN光コンピューティング
NTTパビリオン（夢洲）

映像データのリアルタイムAI分析

光電融合スイッチ 光ディスアグリゲーテッド
コンピュータ

光電融合スイッチを
万博期間中連続運⽤

APN

映像データをIOWN光コンピューティングで分析
結果はNTTパビリオンで活⽤

図 6　大阪・関西万博での活用

図 7　ソケット型実装
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APNの領域拡大を支える最新トランスポンダ技術の
研究開発動向 
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NTTネットワークイノベーションセンタ

APN拡大に向けた課題と取り組み

IOWN（Innovative Optical and 
Wireless Network） 2.0時代のAPN（All-
Photonics Network）（1）は，放送業・建築
業・製造業など，さまざまな分野での活用
が期待されており，その実現に向けてネッ
トワークをさらに広げていくことが重要に
なっています．その中核となるのが，クラ
イアント信号をAPNに収容するトランス
ポンダですが，APNの拡大にあたっては
大きく 3 つの課題があります．

1 番目は，伝送設計に関する課題です．
特定ベンダによるロックインを回避し，

コストを最適化するには「マルチベンダ化」
が重要です．伝送装置のマルチベンダ化を
実現するためには，標準規格に準拠したイ
ンタフェース（2）を実装するだけでは不十分
であり，設計段階から「異なるベンダ装置
どうしで本当に伝送できるか」を事前に判
定する仕組みが必要になります．

2 番目は，故障原因分析に関する課題
です．

APNが広がるにつれ，多数のベンダの
装置が混在してネットワークを構成するよ
うになります．単一ベンダで構成されたネッ
トワークであれば，想定される故障パター
ンを事前に把握しやすく，原因特定も比較
的容易です．しかし，マルチベンダ環境で
は予期せぬ故障が起こりやすく，その原因
分析は格段に難しくなります．そのような
原因分析にはトランスポンダのログ情報を
詳細に解析する高度な分析技術が必要です
が，高度な分析には光信号の状態が高頻度

でモニタリングされている必要があります．
トランスポンダの従来のモニタリング間隔
では，このような高度な分析について十分
な情報が得られないという課題がありま
した．

3 番目は，ユーザ拠点へのトランスポン
ダの設置に伴う課題です．これまでAPN
では，主にNTT拠点にトランスポンダを
設置してクライアント信号を収容してきま
した．しかしAPNをより広く活用するには，
ユーザに近い場所でAPNへ接続できるこ
とが望ましく，ユーザ拠点にトランスポン
ダを設置する必要が出てきます．一方で，
ユーザ拠点にスイッチやルータに加えてト
ランスポンダまで置くと，装置スペースが
増加し，保守運用も複雑化してしまいます．
そこで，スイッチやルータが持つL2/L3機
能と，トランスポンダの伝送機能を一体化
した「スイッチポンダ」を導入する構成が

検討されています．しかし，APNサービ
ス事業者は伝送機能を監視・制御したい一
方で，L2/L3機能はユーザ側で管理したい
ため， 1 台のスイッチポンダ内部で監視や
制御に関する権限を分離する仕組みが求め
られます．

これら 3 つの課題を解決するための技術
が，本稿で紹介する「オープン光伝送可否
判定技術」「高頻度パフォーマンスモニタ
リング技術」「監視制御権限分離技術」で
す（図 1 ）．NTTネットワークイノベーショ
ンセンタ（NIC）では，これらの技術確立
に加えて，本技術を適用したトランスポン
ダであるOCT（Open Converged Tran-
sponder）の開発も進めています．OCT
には，クライアント信号を多重化して
APNに収容する伝送機能を持つ「マック
スポンダ」と，伝送機能に加えてL2/L3機
能も提供する「スイッチポンダ」の 2 種類

URL	 https://journal.ntt.co.jp/article/38180

DOI	 https://doi.org/10.60249/26025004

IOWN（Innovative Optical and Wireless Network） 2.0 時 代 で は APN
（All-Photonics Network）のさらなる拡大に向け，マルチベンダに対応した伝
送設計技術，高度な故障原因分析を可能にする高頻度モニタリング技術，そして
伝送装置のユーザ拠点設置に向けた伝送装置とルータの一体化を実現するための
監視制御権限分離技術が不可欠です．本稿では，これらの技術について紹介し
ます．
キーワード：#APN，#トランスポンダ，#オープン光インタフェース

DCO: Digital Coherent Optics
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APN領域拡大を支える3つの技術
技術①：オープン光伝送可否判定技術=>マルチベンダAPNでの伝送設計を可能に
技術②：高頻度パフォーマンスモニタリング技術=>故障発生時に高度な原因分析を可能に
技術③：監視制御権限分離技術=>L2/L3機能と伝送機能の制御権限を分離可能に
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技術①②

図1 APN機能拡大を支える3つの技術図 1　APN機能拡大を支える 3つの技術
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が想定されており，IOWN 2.0時代の多様
なユースケースに柔軟に対応できるトラン
スポンダとして位置付けられています．

マックスポンダ・スイッチポンダ
共通関連技術

マックスポンダ・スイッチポンダは共に
オープンなインタフェースを持つことで異
ベンダAPN-I/Gとの接続が期待されます
が，標準規格に準拠したインタフェースを
実装するだけでなく，机上での伝送網の設
計段階において光学的に接続可能か判定す
る技術が必要です．さらに，APNのマル
チベンダ化や長延化に伴い，従来の監視制
御では十分に監視や解析ができない間欠故
障の顕在化が懸念されており，今まで以上
に高度なモニタリング技術が必要とされて
います．ここではこれらの技術に関して紹
介します．
■オープン光伝送可否判定技術

APNを構成する際には，「この地点Aか
ら地点Bまで，光信号を問題なく通せるか」
を事前に判定する仕組みが必要です．これ
を光伝送可否判定システムと呼びます．も
しこの判定をせずに機器を接続してしまう
と，通信経路上で光信号が想定以上に劣化
してしまい，通信ができなかったり，不安
定になったりする危険性があります．

従来の光伝送可否判定システムには，大
きな制約がありました．ラインシステム

（APN-I/G）とトランシーバ（APN-T）の
詳細な特性を，システムベンダが自社の中
だけで管理しており，そのベンダが「この
組み合わせならOK」と認めた機器しか利

用できませんでした．たとえトランシーバ
やトランスポンダを他社製に変えたくても，
ベンダが想定していない組合せだと，伝送
可否を判断できないため，実質的には選択
の自由がありませんでした．これはマルチ
ベンダ構成のネットワークをつくりたい事
業者にとって，大きな課題となっていま
した．

この問題を解決する考え方が「オープン
光伝送可否判定技術」です（図 2 ）．これは，
ネットワークを構成する機器が複数ベンダ
にまたがっていても，共通のルールとパラ
メータを使って「伝送できるかどうか」を
判断できる技術です．特定ベンダ内だけで
管理している光特性に依存せず，オープン
に評価できるのがポイントです．

オープン光伝送可否判定技術は，大きく
2 つの要素から構成されます．

1 番目は，トランシーバ（APN-T）の特
性を推計する技術です．ここでは，そのト
ランシーバ固有の雑音量（ノイズ）を正確
に見積もり，さらにさまざまな雑音や波形
の歪みが，実際の光信号の品質にどのよう
な影響を与えるかを測定しモデル化します．
例えば，どの程度の雑音までなら，ビット
誤り率が許容範囲に収まるか，といったこ
とを数値として扱えるようにします．

2 番目は，推計されたトランシーバ特性
とラインシステムの特性から実際に伝送可
否を判断する伝送設計技術です．具体的に
は，ある拠点間の光パスごとに，ラインシ
ステムのパラメータを信号の雑音量や波形
の歪み量に変換し，特定のトランシーバを
使った場合に，最終的な信号品質（ビット
誤り率など）が許容範囲内に収まるかを計

算します．さらに，長期間の運用で機器が
劣化したり，環境が変化したりすることも
見越して，安全係数（マージン）を上乗せ
します．そのうえで，特定の対地区間にお
いて候補のAPN-Tを利用できるか，伝送
可否を判定できるようにします．

このように，オープン光伝送可否判定技
術では，①トランシーバの特性推計，②ト
ランシーバとラインシステムの特性に基づ
いた伝送設計という 2 つのステップに分け
て考えることで，ベンダに依存せずに光パ
スの可否を判断できるようになります．そ
の結果，事業者は複数ベンダの機器を自由
に組み合わせつつ，安定した光伝送ネット
ワークを設計・運用できるようになります．
■高頻度パフォーマンスモニタリング技術

トランスポンダのマルチベンダ化や
APNの長延化が進むと「間欠故障」と呼
ばれる，一瞬だけ発生してすぐ消えてしま
うようなエラーが増加するリスクがありま
す．間欠故障は原因を特定することが難し
く，現場の保守作業が増えることが懸念さ
れています．

従来の監視方法では，APN-Tが送受信
している光信号の状態を15分ごとに記録し
ていました．これは経年劣化などの長期的
な傾向を把握するには十分ですが，数秒〜
数十秒だけ発生する一時的な故障は，15分
ごとのスナップショットに映らないことが
多くなります．つまり，実際には一瞬エラー
が起きていても，ログ上では何事も起きな
かったことになってしまうサイレント故障
が増えるリスクがあります．

この課題を解決するために考えられたの
が，「高頻度パフォーマンスモニタリング

X社 X社

A社 A社 A社

Y社 Y社
DCOトランシーバ
(APN-T)

ラインシステム(APN-I/G)

Z社 Z社

①トランシーバ特性の推計技術

ラインシステムの特性

②伝送設計技術

固有雑音量を精度よく推計．
各種雑音や波形歪などの信号品質への影響を測定．

光パスの対地ごとに，ラインシステムの特性パラメータを
信号の雑音量や波形歪量に変換し，特定のDCOト
ランシーバでの信号品質への影響（ビット誤り率）を
評価．
長期間運用に必要な安全係数を設定．

➔対象となる対地区間に特定のDCOトランシーバを
使用できるかを判定．

本手法を用いることで
事業会社でも独自にAPN-Tを追加可能

図2 オープン光伝送可否判定技術

図 2　オープン光伝送可否判定技術
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技術」です（図 3 ）．これは，APN-Tの状
態を約10秒ごとといった短い間隔で監視し，
光信号の状態が大きく変化したときに，そ
の前後のデータを集中的に記録する仕組み
です．本技術により故障の兆候や原因をよ
り正確に追いかけることができます．

しかし，単純に10秒ごとにログを残そう
とすると従来のロギングシステムでは課題
が存在します．例えば，従来のように15分
ごとの情報を保存する場合に比べて，10秒
ごとに保存するとデータ量は約150倍にも
膨れ上がってしまうため，大容量のストレー
ジが必要となります．

そこで今回のロギングシステムでは，ス
トレージを 1 次保存領域と 2 次保存領域の
2 段構成に分けて使う工夫をしています．
まず， 1 次保存領域には直近数分間だけの
情報を保存します．ここは一時的なバッ
ファのようなもので，常に最新のデータだ
けが残り，古いデータは上書きされていき
ます．

もし監視中に，光の状態が大きく変化し
た（＝故障や異常の可能性がある）ことを
検知した場合，そのタイミングで 1 次保存
領域にたまっている直近数分間のデータを，
2 次保存領域へコピーします．さらに，変
化が起きた「その後の数分間」のデータも，
2 次保存領域に追加で保存します．こうす
ることで，「異常が起こる前の様子」と「異
常が起こった後の様子」の両方を，細かい
粒度（約10秒間隔）のログとして確保でき
ます．

この方法のポイントは，常に大容量のロ
グを取り続けるのではなく，怪しい変化が
あったときだけ，その前後を詳しく残すと
いう点です．これにより，必要以上にスト
レージを増やさずに，高精細な監視データ
を効率良く蓄積することができます．

2 次保存領域に残されたこれらの詳細ロ
グは，上位の制御装置であるAPN-Cに送
られます．APN-Cは，この高精度なログ
情報を使って故障原因の分析を行い，どの
機器や区間に問題があったのかをより正確
に切り分けられるようになります．その結
果，サイレント故障が発生した場合でも，
現場での原因切り分け作業（人手による調
査や交換作業など）を減らすことができ，
保守稼働の削減やネットワークの信頼性向
上につながります．

スイッチポンダ関連技術

NICでは，多様なAPNサービスの提供
形態の実現に向け，スイッチポンダの開発
に取り組んでいます．「スイッチポンダ」は，
Ethernet/IPによるパケット転送を行う「ス
イッチ」とEthernet/IPベースの電気信号
を伝送用の光信号に変換する「トランスポ
ンダ」からなる造語で，APNにおける光
パスの終端点となるトランシーバ（APN-T）
とEthernet/IPによるパケットの転送機能
を併せ持つネットワーク装置です（3） （図 4 ）．

近年，デジタルコヒーレント光技術の発
展により，トランシーバの小型化と省電力
化，高性能化が進み，プラガブル型のトラ
ンシーバとしてスイッチやルータへ直接搭
載できるようになっています．このように，
ル ー タ や ス イ ッ チ に DWDM（Dense 
Wavelength Division Multiplexing） 機
能を統合し，直接光ネットワークに接続す
る技術はIP over DWDMと呼ばれます．
IP over DWDMにより，従来ではルータ

と伝送装置の間に光と電気の変換を行うト
ランスポンダ装置が必要なところ，ルータ
やスイッチを直接光ネットワークに接続す
ることができ，装置コストの削減や省スペー
ス化を見込むことができます．また，お客
さまは，NTTから提供されたトランシー
バを自身が所有するルータ・スイッチに装
着することで，簡単にAPNへ接続するこ
とができます．　

IP over DWDMが注目されるきっかけ
の 1 つにOpenZR+規格の登場があります．
OpenZR+ は，OIF（Open Internet-
working Forum）が定める400ZR標準仕
様に，光伝送装置で広く採用されている
OpenROADM（Reconfigurable Opti-
cal Add/Drop Multiplexer）機能を統合
し た MSA（Multi-Source Agreement）
です．QSFP-DDやOSFPといったルータ・
スイッチで広く使われているフォームファ
クタでもサポートされており，100〜400 G
の柔軟なレート対応や最大600 kmのリー
チによるメトロ・リージョナル用途への対

ビットエラー率

SOPROCなど

①信号エラーの急激
な変動を検出

②信号エラーの急激な変動発生前数分間と発生後
数分間の性能情報を高頻度(10秒)で収集する

信号エラーとエラーの原因と
なる性能情報の急激な変動を
とらえることができる

(a) 従来のパフォーマンスモニタリング技術

ビットエラー率

SOPROCなど

ビットエラー率

ビットエラー発生しているが，
変動をとらえられない

モニタリングポイント

(b) 高頻度パフォーマンスモニタリング技術

図3 高頻度パフォーマンスモニタリング技術

図 3　高頻度パフォーマンスモニタリング技術

図 4　スイッチポンダの概要
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応，そして高い電力効率などの特徴があり
ます．現在，800 G OpenZR+準拠のトラ
ンシーバも出始めており，AIやクラウドト
ラフィック急増に対応するための高容量・
長距離接続を可能にする規格として，ハイ
パースケーラや通信事業者に期待されてい
ます．

NICでは，ホワイトボックススイッチと
内製ネットワークOSであるBeluganos（4），
および 400　G OpenZR+準拠のトラン
シーバを用いたOCTスイッチポンダタイ
プの開発を進めています．OCTスイッチ
ポンダタイプは，OCTマックスポンダタ
イプと同様に，オープン光伝送可否判定機
能と高頻度パフォーマンスモニタリング機
能を具備していることに加え，Ethernet/
IPのレイヤ 2 / 3 の管理とAPN-Tのレイヤ
1 の管理を切り離し，それぞれ独立で制御
できるようにするための制御権限分離機能
を持ちます．
■監視制御権限分離技術

監視制御権限分離技術は，主にユーザと
APNサービス提供事業者とでネットワー
ク装置に対する設定および監視を行う制御
範囲を分離するための機能です（図 5 ）．
従来の光伝送サービスでは，サービス提供
事業者が光パス設計や運用管理を担い，品
質を担保しています．本機能により，トラ
ンシーバの設定や管理をAPNサービス提
供事業者が保有するコントローラ（APN-C）
から自動で行うことができます．

本機能は，NACM（Network Confi gu-

ration Access and Control Model）と，
スイッチポンダのホストOSのKuberne-
tes上で動作するコンテナアプリケーショ
ン RCA（Remote Control Agent） か ら
実現されます．NACMはネットワーク装
置の制御用インタフェースであるNET-
CONF/RESTCONFに対するアクセス制
御モデルで，利用者ごとに使用可能な操作
種別（readやwrite）やアクセスできるデー
タを制限することが可能です．これにより，
ユーザとAPNサービス提供事業者がアク
セスする機能範囲を分離することができま
す．RCAは，ホストOSとコントローラと
の間のインタフェースを仲介する役割を担
います．レイヤ 2 / 3 の制御を行うルータ・
スイッチとレイヤ 1 の制御を行う伝送装置
では，求められる機能やデバイス管理のデー
タモデルが異なります．RCAがトランシー
バの制御や監視に使用するデータモデルを
変換することで，OCTスイッチポンダは
OCTマックスポンダやほかの伝送装置と
共通のインタフェース仕様で制御・管理す
ることができるようになります．

RCAは，ほかにも高頻度パフォーマン
スモニタリング機能や警報通知機能など，
伝送装置としての管理に必要な機能を具備
します．コンテナアプリケーションとして
実装することで，APNサービス用途など，
必要に応じてアドオンして使用することが
できます．

今後の展開

本稿ではAPNの領域拡大を支える 3 つ
の技術（オープン光伝送可否判定技術，高
頻度パフォーマンスモニタリング技術，監
視制御分離技術）について紹介しました．
NIC ではこれら 3 つの技術を適用した
OCTの実用化に取り組んでおり，2025年
10月に実施したフィールドトライアル（5）で
は，商用環境において，OCTスイッチポ
ンダとAPN-Cを連携させた自動レストレー
ション切り替えおよびオンデマンド増速の
実証を行いました．今後も多様化する次世
代のユースケースにも対応できるAPNの
実現をめざし，技術確立と伝送装置の実用
化を進めていきます．
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本稿ではIOWN 2.0時代を支えるオープン光伝送
可否判定技術，高頻度パフォーマンスモニタリング
技術，監視制御分離技術を紹介しました．今後も
次世代のサービスを提供できるAPNの実現に向け
て取り組んでいきます．
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発展するAPNの運用を支える
最新コントローラ技術の研究開発動向
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NTTネットワークイノベーションセンタ

は じ め に

IOWN（Innovative Optical and 
Wireless Network） APN（All-Photonics 
Network）（1）に お い て は APN Step2の
フェーズを迎え，NTTグループ各社で順
次APNサービスが開始され，さらなる大
容量・低遅延の実現やオンデマンドな利用
に向けてますますの発展を遂げています．
本誌2023年11月号ではAPNの運用におい
て重要な役割を担うAPNコントローラの
基本的な機能について紹介しました（2）．本
稿ではさらにその先の研究として，発展す
るAPNの運用を支える 5 つの技術（①分
割光パス開通運用技術，②APN設計・光
パスフロースルー開通技術，③APN-Tマ
ルチベンダ化対応制御技術，④プロアクティ
ブ保守技術，⑤オンデマンド光パス開通・
切替技術）を紹介します（図 1 ）．

分割光パス開通運用技術

IOWN APNは複数セグメントをまたが
る高速・高信頼・低遅延な光パスの提供を
志向しており，私たちはその実現に向けて
各セグメント間で連携しながら光パスの開
通や保守運用を実現するAPNコントロー
ラ機能の研究開発に取り組んでいます．市
中 製 品 の EMS（Element Management 
System）には，単一セグメント内での光
パス開通や保守運用機能を具備しています
が，複数のセグメントをまたがる光パス開
通や保守運用の機能は具備していません．
その課題感に着目し，私たちは「複数セグ
メントをまたがる光パスの構成情報を管理
する機能」「構成情報を基に各セグメント
にて光パスの開通設定を行う機能」「各セ
グメント内の警報や性能情報を共有する機
能」について，方式検討および試作実装を
進めています．また，私たちは実際に前述

の技術を実装したAPNコントローラを用
いて大阪・関西万博会場と東京とを結ぶ商
用環境にてフィールドトライアルを行い，
セグメント間で連携し複数セグメントをま
たがる光パスの開通や，トラブル時におけ
るセグメント間で連携した切り分けが可能
であることを実証し，商用環境においても
セグメントをまたがった光パス開通と保守
運用の実現性について確認しました（図 2 ）．
トライアルでの運用時に得られたフィード
バックを基に新たな要件の整理を行ってお
り，今後さらなる機能向上の研究開発を推
進していく予定です．

APN設計・光パスフロースルー 
開通技術

APNは多数の装置が互いに接続されて
構成されているため，APNの規模が大き
くなればなるほどエンドユーザの利用拠点

URL	 https://journal.ntt.co.jp/article/38178

DOI	 https://doi.org/10.60249/26025005

さらなる大容量・低遅延の実現やオンデマンドな利用に向けて，ますます発展
する IOWN（Innovative Optical and Wireless Network）APN（All-
Photonics Network）ですが，これを運用していく中でAPNコントローラが
担う役割はより一層重要になっています．本稿ではAPNコントローラの研究開
発における最新動向として，発展するAPNを支える 5 つの技術について紹介し
ます．
キーワード：#IOWN，#APNコントローラ，#運用高度化

APNコントローラ
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図１ APNコントローラのアーキテクチャおよび主要技術

図 1　APNコントローラのアーキテクチャおよび主要技術
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間を結ぶ経路の選択肢が増えていきます．
また，APNの装置を設置している中継拠
点間を結ぶ光ファイバの種類や敷設状況，
設置されている装置機種によって通信可能
な帯域や波長帯が異なります．さらに，多
数のエンドユーザが光ファイバや装置を共
用しているため，中継拠点間の一部でリソー
スが足りず，その経路での新たな通信提供
ができなくなっている場合もあります．こ
のように，通信サービスをエンドユーザへ
提供するためには，都度これらの膨大な組
み合わせや制約条件を踏まえながら最適な
ものを探し出すことになるため，長期間を
要する煩雑な作業を必要としていました．

そこで私たちはこれらの作業を自動化す
るAPN設計技術を開発しました（図 3 ）． 
この技術では，エンドユーザの利用拠点の
情報や，利用帯域条件，耐障害性向上の観
点から地理的に経路を分散させる条件等の
必要な情報を入力するだけで，膨大な経路
の組合せや制約条件を自動的に考慮した最
適な経路候補を複数個算出することができ
ます．さらに，これらの経路候補ごとに，
構成する光ファイバや装置情報等を基に，
想定される通信品質を自動的に算出するこ
とができます．

併せて，私たちはAPNを構成する多数
の装置に対して，通信経路を確立するため
に必要な設定を自動的に投入する光パスフ
ロースルー開通技術も開発しました（図 3 ）． 

APN設計技術と光パスフロースルー開通
技術を組み合わせることで，オペレータが
必要な情報をAPNコントローラへ入力す
るだけで，膨大な組合せや制約の中から自
動的に最適な通信経路とその通信品質を算
出し，さらに実際にAPNを構成する装置
に設定を投入して通信経路を確立し，エン
ドユーザに通信サービスを提供することが
できます．

APN-Tマルチベンダ化対応制御
技術

APNでは，圧倒的な大容量・低遅延通
信を安価にユーザへ提供するために，また，
ユーザに合わせたさまざまなサービスを柔
軟に提供可能とするために，さまざまな装
置が使われています．特にAPNのサービ
スを提供するうえでユーザ向けの種々のイ
ンタフェース（IF）を提供する役割を持つ
APN-T＊ 1 においては，ユーザニーズに柔
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図３ APN設計・光パスフロースルー開通技術

図 3　APN設計・光パスフロースルー開通技術

図２ 分割光パス開通運用技術のフィールドトライアル概要

東京
大阪

APN-T

APN-G

APN-I APN-I

APN-G

APN-T

波長IF接続※

※電気へ落とさずに波長のまま接続

大阪（大阪・関西万博会場） 東京

APNコントローラ APNコントローラ
連携

西エリアネットワーク 東エリアネットワーク

本技術を適用したAPNコントローラを用いて，
東京-大阪(大阪・関西万博会場)間にて電気へ落とさずに波長
のまま1本の光パスを引き通しで開通することに成功しました．

光パス

また，定常時の警報監視や故障発生時の保守対応もAPN
コントローラを用いて迅速に実施可能な事を確認しました．

図 2　分割光パス開通運用技術のフィールドトライアル概要
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軟にこたえるべく種々のIFを提供できるよ
う，用途に合わせたさまざまな装置ベンダ
の機種を利用可能とすることを志向してい
ます．

一方で，これらAPN装置の運用におい
ては，機種が異なると光パス開通のための
設定方法や保守運用機能の操作方法などが
異なることから，ネットワークの運用者は
各装置機種に合わせた設定方法や保守運用
の操作方法を学習し，各装置に合わせた方
法でそれらを使い分けて運用する必要が出
てきます．そのため，APNを運用してい
くうえで扱うAPN装置の機種が増えるほ
ど，ネットワークの運用者にとっては負担
が大きくなるという課題があります．

こうした課題を解決するため，私たちは
APN-Tマルチベンダ化対応制御技術の開
発を行いました．本技術の特徴としては，
オープンな制御IFを活用することで種々の
APN-Tを共通的に制御可能としている点
にあります．具体的にはネットワーク機器
をベンダやプロトコルに依存せず，一元管
理するための共通的なデータモデルやAPI
仕様として策定が進むOpen Confi gを活
用することで，異なる機種のAPN装置に
対して共通的な操作の提供（例：光パス開
通，警報監視など）を実現しています．
APN-Tの多くの機種では上記Open Con-
fi gを制御IFとして採用しており，本技術
を用いることでそれらを一元的に運用でき，

ネットワーク運用者の負担を大きく軽減す
ることができます．

また，種々のAPN-Tを効率的に運用可
能とすることで，APNサービスの中でユー
ザに合わせた柔軟なIFの提供を実現してい
ます．

プロアクティブ保守技術

APNの展開により中継用のルータやト
ランスポンダの削減が可能となり設備コス
ト削減効果が期待される一方で，光区間が
長延化されることにより，光信号品質の劣
化起因によるサービス中断が発生した際に，
その切り分け対応が難しくなり，設備復旧
が長期化してしまう懸念があります．そこ
で，私たちは，光信号の物理特性情報を積
極的に活用し，構成情報と紐付けて解析を
行い，被疑個所の早期検知を実現するプロ
アクティブ保守技術をAPNコントローラ
の保守高度化機能として開発しました（図
4 ）．具体的には，大きく 2 つの機能を開
発しています．

1 番 目 は，APN ノ ー ド か ら PM
（Performance Monitoring）というAPN
ノードが管理する光信号に対する送受信パ
ワー等の各種統計情報を収集する機能です．
本機能は全APNノードから15分間隔のPM
情報を常時収集し，また，過去の日付にさ
かのぼっても解析できるよう最大30日間分

のPM情報を保存できる仕組みになってい
ます．収集したPM情報は，APNコント
ローラが持つGUI画面上に構成情報と紐
付けて表示することができます．

2 番目は故障判定機能です．本機能は，
APN-Tから収集したPM情報のビットエ
ラーのカウントをトリガーに，対象の光信
号が通過するすべてのAPN-I/G＊2，3 IFの
送受信パワーをPM情報から確認し，その
パワーの変動幅から正常・異常を判断し，
異常と判断されたIFの最上流IFを被疑個
所と判定します．併せて，被疑個所と判定
したIFを通過するすべての光信号を影響信
号としてGUI画面上に表示します．また，
送受信パワーの変動が顕著でない場合にお
いても，同時刻帯にビットエラーカウント
があった光信号をまとめ，その光信号群が
通過する共通の区間（IF間）を被疑区間と
判定する機能も開発しています．

本開発機能により，APN-I/Gでの送受
信パワー変動起因による光信号品質劣化が
発生した際に，早期にその被疑個所を動的

＊ 1  APN-T：APNトランシーバは光パスの端点
であり，光信号の送受信機能を持ちます．

＊ 2  APN-I：APNインターチェンジは光パスの中
継機能部であり，波長クロスコネクト，イン
タフェース間のアダプテーションの各機能を
持ちます．

＊ 3  APN-G：APNゲートウェイは光パスのゲー
トウェイであり，収容するAPN-Tに対する
制御チャネルの設定，光パスの合分波等の
機能を持ちます．

1

APN-T

図４ プロアクティブ保守技術
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に特定することができます．また，全国規
模のネットワークにおいて送受信パワーが
変動しない事象においても対応が可能です．

オンデマンド光パス開通・切替
技術

私たちは，APNコントローラで光パス
を長期間利用し続ける従来型のサービス形
態に加えて，短期間での柔軟な光パスの開
通・廃止を実現するオンデマンド光パス開
通技術や共通のリソースを活用して必要な
対地に接続先を柔軟に切り替え可能とする
オンデマンド光パス切替技術の研究開発を
実施しています．本技術により，短期間利
用を含むユーザのニーズに応じたオンデマ
ンドでの光パスの経済的な利用を実現しま
す．また，リモートプロダクションにおけ
る各スタジアムと編集拠点間の接続のよう
に，接続先を期間によって切り替えたいユー
スケースにもAPNによる高信頼かつ低遅
延な光パスが利用できます（図 5 ）．本技
術では，従来人手で行っていたルート，波
長，伝送品質等の計算を設計機能部におい
て自動化し，設計データに基づく光パスフ
ロースルー開通技術と連携することで，設
計から開通までの一連のフローをユーザ要
求に基づいて自動で実施することが可能と
なりました．また，ユーザの要求に基づい
た迅速な光パスの提供を可能とするだけで
なく，激甚災害時などの迂回においても最

適な迂回ルートを光パスの切替先のルート
として自動設計させることで，迅速な迂回
の実現につなげることができます．

本技術を実装したAPNコントローラを
利用して，共同でフィールドトライアル（3）

を実施しました．ユーザが制御するIPコン
トローラからAPI経由での要求に基づいて，
光パスの開通を行い，ユーザ側でのL2/L3
設定，アプリケーションサーバ間でのトラ
フィック疎通までを含めてオンデマンドで
の開通が可能なことを実証しました．また，
激甚災害時の故障を模擬したシナリオにお
いて，波長変換器も含む光パスの迂回切替
を実施し，10分以内の光パス切替を実証し
ました．

今後の展望

本稿では，私たちが日々研究開発を進め
ているAPNコントローラ技術について，
新たに創出した最新の 5 つの技術を紹介し
ました．今後はAPNのさらなる発展へ向
け，より一層の展開が進み大規模なネット
ワークとなるAPNにおいて種々の装置を
より効率的に収容・管理するための制御技
術や，多くの装置を運用していく中での設
計や開通等のさらなる高度化技術，APN
における大容量・低遅延通信の主要なユー
スケ—スであるデータセンタ間通信に適用
可能な運用・制御技術などの創出をめざし
て研究開発を進めていく予定です．

■参考文献
（1） IOWN Global  Forum：“Open Al l -

P h o t o n i c  N e t w o r k  F u n c t i o n a l 
Architecture，” NTT, ref. Dec. 2024.

（2） https://journal.ntt.co.jp/article/23716
（3） https://group.ntt/jp/newsrelease/

2025/12/18/251218a.html

（上段左から） 木原  拓/ 林  裕平/
出水  達也

（下段左から） 伊藤  健/ 渡邉  紘平/
並木  雅俊

APNの発展に伴いAPNコントローラが担う役割は
ますます重要となってきます．私たちはAPNのます
ますの発展，新たな価値の創出に向けてAPNコン
トローラの研究開発を推進していきます．

◆問い合わせ先
NTTネットワークイノベーションセンタ
企画部

図５ オンデマンド光パス切替技術
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図 5　オンデマンド光パス切替技術
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AI（ 人 工 知 能 ） や IoT（Internet of 
Things）をはじめとする大量データ処理
が日常化する現代では，計算性能の向上と
同時に電力消費の増大が進み，データセン
タにおける電力や用地の不足，性能要件の
高度化に伴うコストパフォーマンスの低下，
そして顧客ニーズに応じたシステム構成の
変更やサービス開発・運用の迅速化など，
さまざまな課題が顕在化しています．私自
身，こうした課題に日々向き合う中で，デー
タ収集・活用の加速と環境に配慮したカー
ボンニュートラルの両立の難しさを強く実
感してきました．その解決に向け，試行錯
誤を重ねながら，アクセラレータを中心と
した省電力・低遅延・柔軟性を兼ね備えた
新しいコンピューティング基盤「Data-
Centric Infrastructure（DCI）」の実現を
めざしています．

私は，2025年の大阪・関西万博における
映像AI分析を題材とした「万博DCIプロ
ジェクト」に技術面での中核メンバとして
参画しました．その過程では，設計段階か
ら想定していなかった制約やトラブルに幾
度となく直面しましたが，その都度，構成の
見直しや設定の調整，現地での検証を重ね
ることで，アクセラレータ活用の高度化・柔
軟化による電力効率改善の効果を実証でき
ました．そして現在，これらの成果を踏まえ
て，DCIの中核を担う「DCIコントローラソ
フト」の商用開発を進めており，実用化・事
業化に向けた具体的な検討を行っています．

開発中のDCIコントローラソフトは，大
きく 2 つの技術で構成されます． 1 つは，
動 的 ハ ー ド ウ ェ ア リ ソ ー ス 制 御 技 術

（Dynamic Hardware Resource Con-

trol：DHRC）です．DHRCは，アクセラレー
タの有効活用やハードウェア構成・アプリ
ケーション配備の最適化を目的として，柔
軟なハードウェアリソース割当とテナント
間でのリソース共有，通信設定管理機能を
提供します．従来，テナントや拠点ごとに
個別設計・固定運用されていた基盤に対し，
DHRCでは各テナントの利用状況をリアル
タイムに監視し，動的かつ最適なリソース
割当を実現することで利用率を大幅に向上
させます．また，運用要件に応じた高度な
スケジューリングを可能とし，リソースの
片寄せや冗長化の担保にも対応します．さ
ら に，Commercial Off-The-Shelf/ 
Composable Disaggregated Infrastruc-
tureなど異なるサーバアーキテクチャを抽
象化し，All-Photonics Network 等で接
続された遠隔拠点間のリソース共有を実現
することで，拠点をまたいだ効率的なリソー
ス活用を可能とします．

DCIコントローラソフトのもう 1 つの構
成技術は，アプリケーションフレームワー
ク（Application Framework：APFW）
です．アクセラレータを有効に活用し，高
効率かつ低消費電力なAIアプリケーション
を開発するためには，AI処理に適した技術
の組込みが不可欠となります．しかし，
SmartNICを介したCPU非介在のデータ転
送（ 例：Remote Direct Memory 
Access）や，データ処理中におけるデー
タコピーの回避などには，センシティブな
メモリ操作が必要となるため，高度な専門
知識を要します．また，AI推論に関する一
連の処理（デコード，前処理，行列演算，
後処理）をバッチ化し，GPUへフルオフロー

ドするためには，GPU高効率化に関する
高度なオフロード技術の知識やOSSの使い
こなしスキルが求められることから，開発
難 易 度 は 非 常 に 高 い も の と なりま す．
APFWでは，GPUやSmartNICといった
アクセラレータを効果的に扱うための技術・
OSSの設定やチューニング等のノウハウを
機能モジュールとして実装し，拡張しやす
いかたちで提供します．これにより，高度
な専門知識がなくても高性能かつ省電力な
アプリケーション開発を容易にし，開発期
間の短縮と品質の安定化を実現します．ま
た，DHRCと連携する機能も提供すること
で，APFW上のAIアプリケーションが高
いスケーラビリティと可用性を備えた分散
構成を容易に実現できます．

私は，DCIコントローラソフトの事業導入
により，高性能・省電力なアプリケーション
開発と運用の効率化を実現し，AIサービス
提供者におけるコストパフォーマンス向上を
現場で実感してもらえる技術にしていきます．
さらに，都心部データセンタで深刻化する用
地・電力不足といった社会課題に対して，
DCIとAll-Photonics Networkを組み合わ
せ， Location-freeなAI基盤の実現を通じて，
技術者として貢献します．

今後は，さらなるビジネス拡大をめざし，
大規模言語モデルなどを含むマルチAIエー
ジェント分野における高性能化・省電力化，
そして新たなアクセラレータへの適用による
機能拡充を進めていく予定です．私は，DCI
をIOWN時代におけるデータドリブン社会
を支える中核として，持続可能で高性能・
省電力かつ柔軟なIOWNコンピューティン
グ基盤に発展させていきたいと考えています．

史  旭 K y o k u  S h i

NTTソフトウェアイノベーションセンタ
AI基盤プロジェクト　主任研究員

高性能・省電力・柔軟なIOWN 
コンピューティング基盤の実現に向けて

URL	 https://journal.ntt.co.jp/article/38176

DOI	 https://doi.org/10.60249/26025006
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ウェルビーイングに生きるための� �
実践的な資質や能力を育む

最近のウェルビーイング研究に関する活動について教えてく
ださい．

2025年 9 月に『ウェルビーイング・コンピテンシー-学びの現
場にウェルビーイングを取り入れるための考え方と実践方法-』（平・
渡邊・横山：東洋館出版社）という書籍を出版しました．本書は，
学校教育の現場で，主に児童や生徒を対象にウェルビーイング・
コンピテンシー（WBコンピテンシー）をどのように育んでいく
ことができるのか，現場の先生方にも直接役立てていただけるよ
う，具体的な実践手法も含めて，これまで検討してきた内容をま
とめたものです．

この出版の背景の 1 つとして，2023年 6 月に閣議決定された第
四期教育振興基本計画の中に，「日本社会に根差したウェルビー
イングの向上」が明記されたことが挙げられます．ウェルビーイ
ングが教育の一環としてオーソライズされ，未来社会をつくるう
えでの共通言語として誰もが理解しておくべき概念と位置付けら
れたときに，先生方にとっては「いきなりそのようなことを言わ
れても…」と一定の不安を感じるであろうと容易に推測できました．
特に現場の先生方にとっては，学習指導要領などが更新されるこ
とも想定され，児童・生徒に向けたウェルビーイングの学びを具
体的にどう指導していけばよいものかと，お困りになることもあ
ると思います．私たちは本書を通じて，ウェルビーイングという

考え方と現場の先生方の実践との橋渡しをしていけたらと考えて
います．

現場で働く先生方はとてもお忙しいので，「また余計なものを持っ
てきたな…」と思われてしまうと本末転倒になってしまいます．
まず先生方に対しては，ウェルビーイングの学びは，現在実践さ
れている学びを置き換えるものではなく，それらを新たに価値付
けるものであるとお伝えしています．すなわち，各教科の壁を越
えて，これまで実践してきた教科指導や生徒指導を，ウェルビー
イングという視点でもう一度，とらえ直してみませんか，とメッセー
ジしています．

WBコンピテンシーについて少し触れていきます．「コンピテ
ンシー（Competency）」とは，知識の理解だけでなく社会や問
題に向かう態度や，具体的な状況での判断力・行動力まで含む分
野を限定しない実践的な資質や能力をさします．WBコンピテン
シーとは文字どおり「ウェルビーイングに生きるための実践的な
資質や能力」のことで，各人が毎日の生活でさまざまな環境，状
況で自らのよいあり方を見出し，周囲と協働して実現していく力
が必要であるということです．それぞれの人のウェルビーイング
が実現されるためには，受け身で待っているだけではなく，各人
がそれぞれアプローチしていくことが大切になります．

WBコンピテンシーを教育の場で展開していくために，私たち
は「ウェルビーイング・コンピテンシー モデル」を提案してい
ます（図 １）．ウェルビーイングを実現するかかわりの範囲とし
て「I：自分」「WE：身近な人々」「SOCIETY：不特定多数を含
む社会」「UNIVERSE：より大きな存在」の 4 つのカテゴリーに

昨今，経済的な価値だけでは測れない人の存在や心のあり方に価値をおいた
ウェルビーイング(Well-being)の重要性が高まっています．また，技術の急
速な発展や社会情勢の劇的な変化など，先を予測できない時代では，多様な価
値や急転する状況に合わせていく柔軟な思考力や行動力を持ち，皆で道筋をつ
くり調整しながら目標に向かい進んでいくことが必要です．NTTコミュニケー
ション科学基礎研究所の渡邊淳司上席特別研究員は学校教育や企業活動におけ
る実践の場でウェルビーイング ・ コンピテンシーを身に付け，実際に活用で
きる具体的な手法を提案，展開しています．今回は，最近，特に注力している
領域や自身の研究スタイルについて伺いました．

NTTコミュニケーション科学基礎研究所/NTT社会情報研究所
上席特別研究員

渡邊淳司 J u n j i  W a t a n a b e

学ぶ場，働く場，そして研究の場の
ウェルビーイング ・コンピテンシー

URL	 https://journal.ntt.co.jp/article/38174

DOI	 https://doi.org/10.60249/26021101



2026.232

挑戦する研究者たち

分け，「I」「WE」「SOCIETY」にはそれぞれ認知，感情，行動の
3 つの視点から計 9 つのコンピテンシー，「UNIVERSE」のカテ
ゴリーには 1 つのコンピテンシーを設け，合計10のコンピテンシー
を獲得すべきWBコンピテンシーとして設定しました．

自己理解，自己受容，自己調整に関する「Ｉ」のコンピテンシー
を獲得すると，近しい相手へ自己開示ができるようになります．
また「ＷＥ」のコンピテンシーを身に付けると，身近な人々との
協働活動ができるようになるでしょう．さらに「SOCIETY」の
コンピテンシーが身に付くと，主体的な社会参画が可能になると
期待されます．このように，さまざまな範囲でコンピテンシーを
身に付けることが必要ですが，もちろん，どの順番でないといけ
ないということはありませんし，それぞれのカテゴリーのコンピ
テンシーは相互に影響を与え合っています．

前述のモデルを使いながら，学校現場でWBコンピテンシー獲
得の実践が行われているのですが，本書では，その実践を大きく

「ターゲット型」と「アレンジ型」に分類しています．ターゲッ
ト型というのはWBコンピテンシーの獲得・向上を主たる目的と
する教育活動のことで，「総合的な学習（探求）の時間」「特別の
教科　道徳」「学級活動」などの科目と親和性が高いでしょう．
一方で「アレンジ型」は，すでにある国語科や社会科などの教科
内容の学びを第 1 の目標に掲げ，そこにウェルビーイングの考え
方を副次的に取り入れた教育活動のことです．

教育の現場では，教科ごとに 1 年間の授業時間が学習指導要領
で定まっていますので，そこへウェルビーイングの授業をさらに
取り入れるのはとても難しいのですが，既存の教育活動をベース

にしているアレンジ型は，日常の授業や活動の中に無理なく取り
入れられる方法です．例えば，国語科ですと「主人公の気持ちに
なって考えてください」という問いを「主人公はどのようなウェ
ルビーイングを大切にして行動したのか考えてください」と変え
るだけでも，「I」のコンピテンシーに関連した課題設定ができます．
家庭科で「家族のウェルビーイングを考慮して料理をつくってみ
ましょう」という課題は「WE」にかかわる学びと紐付けられる
でしょう．あるいは社会科では「過疎地域の方々がウェルビーイ
ングに暮らすために，自分にはどのようなことができるだろうか？」
と「SOCIETY」へも展開できるのではないでしょうか．

他のアレンジ型の実践としては，学級活動での実践が挙げられ
ます．朝の会で日直が「今日，クラスで大事にしたいウェルビー
イング」を全員に紹介し，その毎日の記録を「I」「WE」「SOCIETY」
などのカテゴリー別に色分けし， 1 カ月のカレンダーを作成する
ことにより，クラスで大事にしたいことを可視化したり，行事に
よる日々の変化をひと目で把握できるようになりました（図 2）．
これにより，クラスの前日の反省を自分の今日の行動に活かすなど，
生徒は自分自身のことだけではなく，クラス全体について考える
ことを習慣化できるようになったとのことです．

合唱コンクールや運動会，学習旅行といったいイベントにおいて，
大事にしたいことを各人が記載して，相互理解のために活用する
事例もあります．同じ 1 つのイベントであってもそれぞれ異なる考
えを持っていることを感じ，価値観の違いを理解し，WBコンピテ
ンシーを獲得していく過程は，児童・生徒にとって意義深いと考
えられます．一方で，この営みを通じて，教科の壁を越えた先生

図 1 　ウェルビーイング・コンピテンシーモデル（NTT-KIT 2024年度版）
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どうしのつながりを深める効果もあります．例えば，音楽で合奏
をすることと，スポーツでチームプレーをすることはともに「WE」

に関連したWBコンピテンシーの獲得につながりますので，異な
る教科を担当する先生の間でも会話が進んできているようです．

企業のエンゲージメントへもウェルビーイングの考え方を展
開されているようですね．

教育で取り組んできたウェルビーイングの知見を企業のさまざ
まな実務へも展開していきたいと考えています．まず最近の話題
としては，NTT総務部門と連携した従業員エンゲージメントに関
する取り組みがあります．NTTグループ全従業員に対して毎年実
施されている調査では，2023年度から「ウェルビーイング価値観」
の視点で作成した質問を導入いただいています（図 3）．

詳細はWebサイト（1）に掲載されていますが，ここでは調査の
分析の一部を紹介します．まずNTTグループ全体では，全国を
つなぐ使命を担うインフラ企業ならではの「信頼する・される」「感
謝する・される」「社会に貢献する」といった価値観が上位にあ
りました．その中で役職別では，職位が上がるにつれて，心の平
穏や成長・達成に関する「I」の価値観だけでなく，信頼や感謝
といった「WE」の価値観，社会貢献を重視する「SOCIETY」の
価値観が増えていく傾向がみられています．さらに年齢による違
いをみると，若い社員では，「I」の価値観を選ぶ傾向があるのに
対し，50代の社員では，「WE」や「SOCIETY」が増えています．

これらの結果から，若い社員に対しては，心が休まる場や挑戦
の機会を提供することが重要であるといえますし，年齢が上の社
員や役職の高い社員に対しては，人と人のつながりや社会への貢
献も意識した施策を整えることが必要でしょう．こうした社員そ

図 2 　�学級活動におけるウェルビーイング・コンピテンシーの育成 
（朝の会でのウェルビーイングカレンダーの例）

品川区立冨士見台中学校 提供

図 3 　NTTグループのエンゲージメント調査で利用されたウェルビーイング価値観

NTT研究所発 触感コンテンツ＋ウェルビーイング専門誌 ふるえVol.61 より引用
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れぞれの価値観を理解したうえでの目標設定や業務配分，日々の
コミュニケーションを実施することが，エンゲージメントの向上
につながるのではないでしょうか．今後私たちは，会社組織とし
ていかにエンゲージメントを高められるのか，分析手法に加え，
研修などの施策も組み合せてNTTグループ内外での実証を進め，
従業員それぞれのウェルビーイングに立脚したエンゲージメント
計測・分析・向上の方法論を体系化していければと思っています．

ウェルビーイングをもたらすサービス
開発へと領域を広げていく

今後の展開について教えてください．

私はNTTというICT企業に身をおき研究活動をしていますので，
このウェルビーイングという考え方を学校教育にとどめておくの
ではなく，企業の経営や働き方，さらにはサービス開発などへも
適用できればと考えています（図 4）．前述のエンゲージメント
調査の取り組みは，その 1 つですし，教育分野でも，NTTグルー
プの事業会社は，文部科学省のGIGAスクール構想に沿って，回
線やタブレット端末などを提供・管理するサービスを行っています．
現在の取り組みとの連携として，ウェルビーイングの教育コンテ
ンツを通信サービスの付加価値として取り入れることも考えられ
るかもしれません．また，そもそもサービスとは，利用者のウェ
ルビーイングを向上させることだけでなく，利用者と提供者でウェ
ルビーイングをつくり合うことであり，サービス開発への適用は
これから特に重要な分野だと思っています．

そして，ウェルビーイングに資するサービス開発の考え方は，ウェ
ルビーイング教育の考え方とも親和性があります．学校教育にお
けるWBコンピテンシーの学びでは，「ターゲット型」と「アレ
ンジ型」の実践について触れましたが，この分類はサービス開発
にも適用できます．何らかのウェルビーイングの要因を中心にお

いたサービス開発もあれば，機能性や生産性の向上を基本機能と
して，そこにウェルビーイングの体験を付加価値とするサービス
開発もあります．これら 2 つを合わせると広範囲なサービス領域
を網羅できるでしょう．例えば，メンタルヘルスケアや美容・健康，
働き方などにかかわるサービスは比較的ターゲット型サービスが
多く，素材開発やＢ 2 Ｂのビジネスはアレンジ型によるサービス
開発が適用しやすいと考えられます．

アレンジ型について具体例を挙げて考えてみましょう．例えば，
スポーツシューズという製品は，その基本機能として「スポーツ
を行う際の，足の保護，パフォーマンスの向上」があります．そ
して，そこにアレンジとして，走った距離を記録するアプリとの
連動を考えると，ユーザは達成感を感じやすくなるでしょう．別
のアレンジとして，一緒にトレーニングする仲間とペアデザイン
が選べる特典が付いたら，関係性を深めることができるでしょう

（図 5）．同じ基本機能でも，どのようなウェルビーイングに着目
してアレンジするかで，そのサービスの価値が変わるのです．

ご自身の研究スタイルや取り組み方，後進に向けたメッセー
ジをお聞かせください．

研究者というと，取り組みたい対象が明確にあり，得意な専門
性を持ち，その分野で第一人者をめざしていくことを目標に置く
方が多いのではないでしょうか．どちらかというと私は，まず世
の中の流れを感じ，それとのかかわりを大切にしている点で，一
般的な研究者と色が異なるのかもしれません．無為自然に世が流
れていく方向へ身を任せつつ，時にはさまざまアレンジしていく
ことで，自分自身や周囲の方々，そして社会としてもよいと思え
るような場所へたどり着ける，そのような貢献ができたらと思い
ます．

このとき，貢献とはどういうことか．自分を素材に見立て，ど
うすれば一番うまく役立てられるのかと考えます．自分よりでき

図 4 　企業活動におけるウェルビーイングの取り組み
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る人がいるのであればその人に任せることも大切だと思います．
世の中には各分野の専門家やステークホルダがたくさんいらっしゃ
います．私自身は，心構えとして，専門であることにこだわらな
いから，いろいろなものを組み合わせて価値を生み出すことに向
いているのかもしれません．

このようなことを言っていると，「それって研究者のやること
なのですか？」と問われたこともあります．正直，自分の専門性
にこだわりすぎると，自分の考えられることしかできませんし，
自分一人でやれることには限りがあります．一部の例外を除き，
一人の人間が研究という枠組みの中で影響力を持てる時間はそん
なに長くありません．自分も残された時間の中で，専門でなかっ
たとしても，自分が「かかわる」ことが誰かの価値になるのであ
れば，できるだけのことをしようと思っています．

そういった意味で，私は「かかわり」ということを大事にして
います．私は大学院修了後，科学技術振興機構（JST）のさきが
け研究員を経て，学生時代から縁のあったNTTに入社させてい
ただき十数年が経過しました．この間，さまざまな経験をしてい
く中で，自分の知らないところで誰かが気にかけてくれたり，逆
に誰かに迷惑をかけていたということがあったと思います．自分
が意識している以上に，誰かとかかわってきたのだと思います．
なので，できるだけ目の前にいる他者だけでなく，さらにその向
こうにいる人々との間合いやバランスにも想像力を働かせながら，
自分の役割を果たすことができたらと思っています．

ちなみに，私は，さまざまな人々の活動や研究の流れの結節点
に価値を見出し，見えるようにしたり感じられるようにする行為
を「研究を編集する」と表現することがあります．自分も含め，
関係者の誰が，いつ，どこで，何をすると，個人とグループの両
方にウェルビーイングが生まれるのか，そういった視点から行動
するイメージです．このとき，「相手が自分を便利に活用できる

こと」も大事にしています．何かあったとき，その人の頭に自分
が浮かんでくるならば，その人と新しい活動が始まる機会になる
はずです．これまでに研究者はもとより，経営者，教育者，政治
家など数多くの分野の方とコミュニケーションしてきました．こ
うした出会いは自分の財産であり，価値を考える地図を広げてく
れていたと思います．また，現在，研究の編集的な活動としては，
NTTと東京大学との「サステナブルウェルビーイング 社会連携
講座」（2）において，私自身はNTT側の担当者として，講座全体の
コンセプトに合わせて，研究者と研究者をつなげる立場としても
取り組んでいます．

後進に向けてですが，自分がやりたいことだけにこだわらず幅
広い視野で研究に取り組む姿勢を大切にしていただきたいです．
その一方で，その中で役割を果たし，自分という存在を編集し，
他者やグループにとって何らか価値あるものとして表現してくだ
さい．そうすることで，他律的な価値と自律的な価値の両方が生
まれてきます．まず，大きな流れに流されながらもアウトプット
をして，今度はそれを材料に独自の価値を編集する．またそれを
誰かの流れの中で使ってもらい別のアウトプットにする．そして，
また自身の価値を再編集する．それを繰り返すのです．もちろん，
このようなやり方を実現する力，具体的には，物事の遂行力や変
化への適応力，異なるものから価値を見出す編集力を身に付ける
にはそれなりの訓練が必要です．ただ，それらの力は，少なくと
も私にとっては，研究の場でウェルビーイングであるために欠か
せないWBコンピテンシーでした．

■参考文献
（1）	 https://furue.ilab.ntt.co.jp/book/202511/index.html#anchor_

contents1
（2）	 https://sw.iii.u-tokyo.ac.jp/

図 5 　スポーツシューズを例にしたウェルビーイング要因付加の例
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これまでにない，腕まくりの状態を� �
反映した新たな空調制御手法を提案

現在手掛けているホットな研究テーマについて教えてください．

2050年の脱炭素社会の実現に向け，建物設備においても省エネ
ルギーの推進が課題となっています．昨今の調査では，ビル内の
熱源や熱搬送によるエネルギー消費はビル全体で高い割合（約
40％）を占めており，省エネルギーを目的としたBuilding and 
Energy Management System（BEMS）のデータを用いた空調
制御の最適化技術が盛んに研究されています．

一方，オフィスでは室内の省エネルギー化とともに，執務空間
の快適性についても重要視されるようになってきました．その客
観的な評価指標として予想平均温冷感申告（PMV：Predicted 
Mean Vote）＊ 1 ，（1）が一般的に用いられています．PMVは「温度，
湿度，放射温度，風速」の物理的要素および「着衣量（CLO），
活動量（MET）」の人間側の計 6 要素から算出され，人体の温冷
感を 3（寒い）～+ 3（暑い）の 7 段階で表します．この 6 要素の
うち，着衣量は室内の温度と強い相関を持つ重要なパラメータで
あり，同じ室温でも着衣量が増えるほどPMVは高く（ 暖かく）
なり，着衣量が少なければPMVは低く（ 寒く）なります．そ
のため，着衣量を正確に把握することは快適性評価において不可

欠です．
これまで，PMVを空調制御へ直接利用する試みは行われてき

ましたが，実運用においては着衣量・活動量の取得が困難であっ
たため，着衣量のパラメータには，季節に応じて長袖シャツ，半
袖シャツなどの固定値を使用するのが一般的でした．しかし近年，
カメラの性能向上や機械学習の進化により，これまでのカメラ画
像からでは取得が困難であった執務者 1 人ひとりの着衣量を正確
に把握できるようになってきました（2）．

こういったイノベーションにより，人の着衣量や活動量のパラ
メータを，従来の固定値から現場の実態を反映する可変値に変換
することが可能になります．具体的には半袖シャツ・長袖シャツ
の着用率や，デスクワーク・歩いている人の割合など， 1 人ひと
りの着衣量や行動を加味し，より正確なPMVを算出できるよう
になるのです．

また，これまでの研究では着衣量の状態を「厚着・半袖シャツ・
長袖シャツ」といった限定的なカテゴリーから選択する手法が一
般的でした．しかし実際のオフィスでは長袖シャツを着ている人
が暑さを感じると腕まくりするケースも多くみられ，私はこのよ
うな変化も考慮することで，在室者の着衣量を正確に反映するこ
とができると考えました．そこで，従来の衣類種検出に加え，長
袖シャツの腕まくりの状態についても正確に検出する手法を考案
していこうと研究に着手したのです．

腕まくりの検出方法について先行研究を調査してみたのですが，
これを対象とする検討はこれまで実施されていませんでした．畳
み込みニューラルネットワーク（CNN）等の深層学習を用いて
画像分類モデルを作成する場合，腕まくりの人物が撮影された大

人がオフィス内で暑さ，寒さを感じる要因とは何でしょう．それはエアコン
で制御される温度や湿度，風速だけではありません．人が身に付けている衣服
の着衣量や人自身の活動量も重要な因子になります．NTTファシリティーズ
の中満達也氏は，AI（人工知能）に基づいた空調制御技術で建物の省エネルギー
化に取り組むとともに，オフィス在室者が感じる快適性の定量化についても情
報処理技術の切り口から挑んでいる，建物IT分野のスペシャリストです．今回，
最新の検証状況に加え，建物の設計 ・ 維持管理を本業とする企業でのIT技術
者としての思いや今後の研究ビジョンについて伺いました．

NTTファシリティーズ　サービスイノベーション部　研究開発部門
環境ソリューション担当

中満達也 T a t s u y a  C h u m a n

情報処理技術の専門家として� �
建物環境のIT化を牽引する

＊ １ 	� 予想平均温冷感申告：人間の感覚量から温熱快適性を表示したもので，
1967年にデンマーク工科大学のオレ・ファンガーが提唱．温度，湿度，
気流，輻射，代謝，着衣量の 6 要素から導かれる温熱快適性を表現す
る環境指標． 

URL	 https://journal.ntt.co.jp/article/38172

DOI	 https://doi.org/10.60249/26021201
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量の画像データを必要としますが，半袖シャツや長袖シャツと比
較してこの腕まくりのサンプルデータ数が非常に少なく，検討を
進めるうえで大きな壁になっていました．また，各執務者により
腕まくりの程度も異なるため，この度合いを解析するのに膨大な
学習用データを必要とする点もネックです．

したがって，腕まくりを推定するためには教師データを必要と
しない解析手法でアプローチすべきであることは明白でした．そ
こで，私がかつて提案した人物の骨格情報と皮膚露出領域とを組
み合わせた着衣量推定手法を，この「長袖シャツ腕まくり状態」
の検出に拡張させていこうと考えるようになりました（図 １）．

まず骨格推定モデルでは，画像中の人物を検出した後に，骨格
情報を推定する一般的なTop-Down手法＊ 2 を採用しました．一
方，皮膚露出領域推定モデルは，着衣量の推定精度向上をめざし，
自らラベリングしていくことから始めるなど一から新しいモデル

を構築することで，高精度に露出領域を判定できるようになりま
した（図 2）．

本モデルにおける皮膚露出領域の判定には，一般に公開されて
いるスキンセグメンテーションデータセットを学習に使用してい
ます．これは世界各地，さまざまな環境下で撮影された膨大な数
からなる人物肌部の写真データベースであるため，照射条件や撮
影環境の変化に左右されず，さまざまな被写体の肌領域を高確度
に識別することができます．

なおこれらの画像を検出するカメラについて，多くの研究では
高価なサーモカメラを使用していますが，私はスマートフォンや
監視カメラで通常使われている安価で実用的なRGBカメラを採

図1 皮膚露出領域推定と骨格推定を組み合わせた着衣量推定手法

監視カメラ
画像取得

人物検出

皮膚露出
領域推定

骨格推定 座標算出

着衣量推定

推定結果:半袖シャツ

図 1　皮膚露出領域推定と骨格推定を組み合わせた着衣量推定手法

＊ 2   Top-Down手法：複雑な問題を「大きな問題」から始め，「より小さな
部分問題」へと再帰的に分解して解いていくアルゴリズムによるアプロー
チ方法． 

図２皮膚露出領域推定モデルの学習結果

図 2　皮膚露出領域推定モデルの学習結果
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用しています．
これまで検討してきた骨格推定モデルで検出できる手首と肘の

座標に，今回検討した皮膚露出領域推定モデルを組み合わせたと
ころ，肘の座標が皮膚露出領域内に含まれていれば半袖，手首と
肘の中間点座標が皮膚露出領域内であれば腕まくりと高確度に判
定することができるようになりました．また，この中間点と肌露
出領域をさらに細かく分割することによって，少し暑い体感であ
る狭い範囲の腕まくりや，かなり暑い体感とされる広い範囲にわ
たる腕まくりの違いなども，判別することが可能になりました．
このように，既存の機械学習モデルでは困難であった人の腕まく
りの状態を，本方法で初めて判定できるようになったことは世界
的にみても大きな成果であったと思います．

本提案手法の評価結果を図 3 , 4に示します．提案手法は正面
から撮影した画像，横から撮影した画像ともに，半袖シャツ，長
袖シャツ，そして長袖シャツ腕まくりをおよそ精度良く推定でき
ています．しかし，横向きで撮影した場合では，一定量の画像に
おいて推定が難しいことも判明しています．正面からの画像では，
どのような姿勢であれ少なくとも片腕は写っている可能性が高く，

腕まわりにおいて何かしらの皮膚露出情報が得られやすい一方，
横向き画像では片腕の情報だけしか得られない可能性が高く，多
少腕を曲げただけでも全く皮膚露出の情報が得られない確率が高
まり，皮膚露出領域の誤推定につながってしまうと考察しています．

この課題に対する解決策の 1 つにもなるのですが，現状では静
止画像を対象に検証を進めているところを，今後は動画像でも進
められるよう基礎的な検証を開始しているところです．つまり，
静止画像の“ある瞬間”では横向きのため腕の情報を得づらかっ
た人物も，動画像では時間の経過とともに姿勢を変化させていく
ことで腕の様子をクリアにとらえる瞬間が期待できます．また，
遮蔽物によりカメラから見えない位置にいる人物やカメラから遠
い場所にいる人物も，室内での移動を追っていくと着衣の情報を
とらえる瞬間が訪れます．

また動画像を導入することで，寒さ・暑さを感じてジャケット
などをはおったり，脱いだりするなど上着を調整する人，暑さの
あまり汗を拭いたり，うちわであおいだりする人などさまざまな
動作をとらえることができるでしょう．さらにオフィス共用部な
どにおける在室者の動き方などの情報をとらえ，これをPMVの

図３提案手法の評価結果

(a) 正面から撮影した画像の評価結果 (b) 横向きから撮影した画像の評価結果

図 3　提案手法の評価結果

図４提案手法による着衣量推定画像例

推定：長袖シャツ
正解：長袖シャツ

推定：腕まくり
正解：腕まくり

推定：半袖シャツ
正解：半袖シャツ

推定：長袖シャツ
正解：腕まくり

図 4　提案手法による着衣量推定画像例
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活動量変数へ反映させることなども可能になります．このように
動画像を活用することで，オフィス内で人が寒さ，暑さを感じる
パラメータを幅広く，しかも動的に取得できるようになることから，
最終的にはこれらの動画像のデータを活かして，きめの細かいダ
イナミックな空調制御を実現していきたいと考えています．

動画像に関連したホットな話題として，2025年大阪・関西万博
のNTTパビリオンにおいて，監視カメラ映像から来場者の着衣
量をリアルタイムで推定し，快適性指標であるPMVを算出しま
した．これには，弊社のAI（人工知能）活用技術であるカメラ画
像を用いた着衣量推定技術を提供しており，人物の骨格情報と皮
膚露出量を組み合わせることにより，従来は推定困難で固定値を
用いざるを得なかった着衣量を，より高精度な変数として推定し，
快適性指標に反映しています．そして，これに基づき室内ユーザ
の温熱快適性を損なわずに，室内設定温度を自動で上下させると
いう，快適性と省エネルギー性を両立させた制御ロジックの確立
に寄与しました．

大学との共同研究で画像転送時のプライバシー保護について
も取り組まれているようですね．

本手法では大容量のカメラ画像をAIで解析しているわけですが，
プライバシーに関する懸念がよく持ち上げられます．現状では，
カメラ画像を細工することなくAIに直接読み込ませていますので，
とりわけパブリッククラウドを利用してのAI解析となると，プラ
イバシー保護の観点から問題が生じると認識しています．この課
題を突破していくことを目的に，現在大学と共同で研究している
ところです．ここでは，その進捗について触れたいと思います．

現状，AWSなどパブリッククラウドのサーバ上で画像を処理
する際には，原画像を送信する必要があるので，プライバシーを
考慮すべき画像は一般的にオンプレミスサーバで処理する必要が
あります．そこで，クラウドサーバでも画像のプライバシーを保
護しながら，画像の分類や認識などを深層学習できるよう，さま
ざまな画像暗号化法の研究が盛んになっています．ところが先行
研究で使われた画像暗号化法（3）を用い，着衣量推定の精度を評価

してみたところ，暗号化の際に分類精度が大幅に低下する課題が
明らかになりました（4）．そこで私は，最先端のモデルである
Vision Transformer（ViT）＊ 3 に適用できる画像暗号化法を用い
た着衣量の推定方法を考案しました（5）．

今回採用した画像暗号化法では先行研究と異なり分類精度は暗
号化後も低下することなく，半袖シャツ，長袖シャツ，ジャケッ
ト着用等による厚着などすべての分類項目において先行研究の精
度を上回っていることが分かりました（厚着の画像分類で正解率
が先行研究で57.44％のところViTに適用できる画像暗号法では
93.33％)（図 5）．今後はこの方式をベースに，クラウド上でもプ
ライバシーが保護された状態でAI画像解析を実現していければ
と考えています．

このように，大学との共同研究では最新技術に触れる機会が多
くあり，この技術を題材とした研究を進めていくスピードも速く，
質も高いため，企業で研究をしている私は常に刺激を受けていま
す．例えば論文について，会社で研究を進めていると，ややもす
れば執筆は後回しになりがちなところを，共同研究では原稿の締
切りが厳しく，高い質も要求されるため，会社に勤める者にとっ
ては通常業務との両立が難しい面があります．しかし，この営み
はアカデミックに技術を仕上げていく価値を確認できる良い機会
と前向きにとらえています．この共同研究の実施先は，私自身が
かつて社会人ドクターを取得した研究室でもあり，現在も良好な
関係が構築できています．この関係を今後も大切にしながらNTT
ファシリティーズでの研究開発を進化させていきたいと思います．

オフィスにとどまらず建物トータルを
最新のITで快適にしていきたい

今後の研究開発の方向性について教えてください．

現在，データセンターなど最先端マシンが高密度に配置されて

＊ 3 	� Vision Transformer（ViT）：自然言語処理で活用されたTransformer
モデルを画像認識に応用した深層学習モデル．従来手法の畳み込み層
を用いずに高い精度を実現するのが特徴． 

図５ 画像暗号化技術における着衣量分類精度の比較

モデル 画像暗号化法 半袖シャツ 長袖シャツ 厚着

ViT
なし 98.55 96.02 93.33

ViT-based 98.55 96.02 93.33

ResNet18
なし 97.46 93.15 83.33

先行研究
(Pixel-based) 82.60 76.21 57.44

画像
暗号化法 半袖シャツ 長袖シャツ 厚着

暗号化なし

先行研究
(Pixel-based)

ViT-based

図 ５　画像暗号化技術における着衣量分類精度の比較
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いる建物では，最新のITが数々備わっている姿を見ることができ
ます．私のように情報処理を専攻していた技術者からすると，こ
のデータセンターとは対照的に一般的な建物の業界においては，
生成AIはもちろんのこと，まだまだ通常のITの活用ですら十分
でない状況にあるといえます．

NTTファシリティーズへ入社以降は，建築学会や空気調和・衛
生工学会などへ参加していますが，電気・電子・情報系の学会や
国際会議に比べると，利用しているソフトウェアや情報処理技術
に差があることを実感しています．こうした現状を踏まえ，建物
設備にもITの最新技術を少しずつ取り入れ，業界全体がより早く
時代の流れに追いつけるよう取り組む必要性を感じています．

今回，オフィス空間の快適性をターゲットとした研究について
お話させていただきましたが，同時に私は，BEMSデータを使用
した熱負荷予測技術の研究も行っています．近い将来においては，
万博でもお見せしたとおり，この両者の技術をパッケージにした
ソリューションを一般市場に展開していけないかと考えています．
つまり，今回の手法で算出した着衣量や活動量を代入したPMV
値と室内の熱負荷予測値とを組み合わせた高精度な空調制御技術
をいち早く実用化させ，サービスとして販売できるようにしてい
きたいということです．

また，今後はより広い視野に立ち，建物全体にわたり利用者が
気持ちよく過ごせる環境整備をめざした研究開発へと発展させて
いくビジョンも描いています．例えば，エントランスの温湿度環
境の向上に向けては，人流の変化により変動する温湿度に応じた
インテリジェントな空調制御もテーマになります．これを実現し
ていくには，今回のようにカメラの画像や映像を活用し，人の密
度や着衣量，活動度などを観測することで，快適性と省エネ性を
賢く両立させる空調制御技術を検討していく必要があるでしょう．

同じくエントランスでは不特定多数の人物が入退出するため，
防犯面において安心・安全を確保していく必要があります．そこ
で，人物の行動をカメラの映像情報から取り入れ，AIにより判定
していく監視ソリューションについても考えていきたいと思います．

このように建物施設のようなITがいまだ未開拓である領域へ情
報処理工学的な最新技術を適用していく試みは，NTTファシリ
ティーズにとっても自分にとっても大きなチャレンジでありチャ
ンスでもあることはいうまでもありません．

AIから最新情報を収集することは大切
だが，鵜呑みにせず自らアルゴリズム
をつくりデータを取得

日頃の研究活動で大切にされていることや後進へのメッセー
ジをお聞かせください．

NTTファシリティーズは主に建物を専門とする人材で構成され

ていますが，前述のとおり私は学生時代，情報工学を専攻してい
ました．そういった経歴もあり，私は現在，得意とする情報処理
技術のスキルを活かして，オフィス空間の快適性を追求する研究
に従事しています．NTTファシリティーズでは情報系の技術を所
有している人材は少なく，今でもほぼ 1 人でこのテーマに取り組
んでいますので，責任は重く，忙しい毎日で大変な面もありますが，
一方で，私の裁量で自由に研究を組み立てられる環境に大きなや
りがいを感じています．

日頃の研究活動では，常に新しい技術を積極的に取り入れ，自
ら手足を動かすことを意識しています．かつては論文を印刷し，
通勤電車内で集中的に読むなど，情報の収集にはかなりの手間や
時間がかかっていましたが，昨今はWebで論文などの最新版を
読めたり，生成AIを利用して要約文も作成できたりと，手軽に良
質な情報を手に入れられる時代へと変わってきました．そういっ
た恵まれた環境であるからこそ，これまで以上に新しい知識の積
極的な習得が必要だと思っているのです．

Webコンテンツの中には信頼できない情報も混在している場
合があり，100％信頼しているわけではありません．一見，高速
で完璧な回答を返してくれそうなAIも補助的な手段として適切に
使いこなし，得られた情報の真偽は専門家として自ら確かめなが
ら研究を進めていく必要があります．自らの足でも地道に情報を
拾い集め，自らの手で汗をかきながらアルゴリズムをつくり，自
ら丹念に生のデータを取得し，自らの頭で考察し改善していく営
みが技術力の向上，ひいてはハイレベルな研究成果へとつながる
と思います．

■参考文献
（1）	 P. O. Fanger： “Thermal comfort. Analysis and applications 

in environmental engineering,” Thermal comfort. Analysis 
and applications in environmental engineering, 1970. 

（2）	 中満：“令和 6年技術動向 6.ICT利用 6.2カメラ画像解析による着衣量
の推定手法，” 空気調和・衛生工学，Vol.98，No.12, pp.77-82，2024.

（3）	 W. Sirichotedumrong, Y. Kinoshita, and H. Kiya：“Pixel-based 
imageencryption without key management for privacy-
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光通信の限界を突破する，
InP系半導体の極広帯域アナログIC
増大する通信トラフィックを支える通信環境の進展は，デジタル信号処理や
集積回路の性能改善によって支えられてきました．しかし昨今，ハードウェア
性能の制約で抜本的な改善が見通せない状況が顕在化しつつあります．この問
題に風穴を開けるのが，「極広帯域アナログIC」技術です．この新技術によって，
従来のシリコン系半導体の微細化による性能改善だけに頼った方法からの脱却
が可能となります．今回はこの「極広帯域アナログIC」のトップランナー，長
谷宗彦特別研究員にお話を伺いました．

◆ PROFILE：2005年上智大学 理工学部 3 年時に飛び級で同大学院理工学研究科に進学．
2007年修士課程修了．同年，日本電信電話株式会社入社．フォトニクス研究所，デバイスイノベー
ションセンタを経て，先端集積デバイス研究所，未来ねっと研究所に所属．超高速アナログ IC
の研究開発に従事．2021年上智大学 博士（工学）取得．2022年文部科学大臣表彰・若手科学
者賞，前島密賞・奨励賞，2025年 IEEE Tatsuo Itoh Award，電子情報通信学会・エレクトロ
ニクスソサイエティ賞など受賞．

NTT先端集積デバイス研究所
特別研究員

「極広帯域アナログIC」がこれからの光通信の進
展の鍵となり，未来を切り拓く

■極広帯域アナログICの研究を開始されたきっかけやこの技術
が求められる背景を教えてください．
高精細映像配信などの普及や拡大を中心に世界的に通信トラ

フィックは増加の一途を辿っています．特にコロナ禍を経て在宅
でのリモートワークやオンライン会議などの需要も急激に拡大し，
生成AI（人工知能）の普及なども重なって，今後もこの通信トラ
フィックの増加は続く見込みです（図 1）．こうした社会背景から，
2012〜2013年ごろにデジタルコヒーレント＊と呼ばれる新しい技
術が商用導入され，シリコン系半導体の微細化の進展とともに，
大規模なデジタル信号処理回路（DSP：Digital Signal Proces-
sor），デジタル / アナログ変換器（DAC：Digital to Analog 
Converter）やアナログ/デジタル変換器（ADC：Analog to 
Digital Converter）の性能改善が進み，当初は 1 波長当り100 
Gbit/sの伝送容量だった光通信が，現在は400 Gbit/sを超え800 
Gbit/sまでに進展しています（図 2）． 

こうした伝送容量の拡大は，上記のDSPやDAC，ADCなどの
集積回路（IC：Integrated Circuit）の性能改善に大きく依存し
ているのですが，昨今はこうした半導体の微細化・高速化の物理
的な限界が危惧されています．現在，実用化されているシリコン
系半導体のテクノロジノードは 3  nmとされ，ニュースなどでも
取り上げられているように 2  nmの量産化に向けた技術開発が活
発化しています．この微細化により，回路の集積密度や信号処理

効率の改善は期待されるものの，速度性能面の改善は限定的であ
り，特にDACやADCといった回路の帯域性能（速度性能）につ
いては，抜本的な改善が難しい状況となっています．そこで今後
の伝送容量増大に対応するために，このようなシリコン系半導体
の微細化だけに頼らない新しいアプローチが求められています．

私は2007年にNTTに入社してフォトニクス研究所に配属され
てから，光通信向けの高速アナログIC，特に受信器向けの増幅器
やADCの研究開発に携わっていました．その後は送信器側の増
幅器やDACの研究開発も行ってきました．2014年ごろにこうし
たそれまでの経験や知見から，これら回路のハードウェアとして
の性能限界を予見して，この問題を解決する新しいアナログIC技
術の研究に着手しました．それが，現在取り組んでいるアナログ
マルチプレクサ回路（AMUX：Analog Multiplexer）およびア
ナ ロ グ デ マ ル チ プ レ ク サ 回 路（ADEMUX：Analog De-
Multiplexer）などの「極広帯域アナログIC」技術となります．

■デジタルの通信容量を増やすためになぜアナログ技術が必要に
なるのですか．
デジタル信号処理というのは「 0 」と「 1 」の組合せで信号を

処理する仕組みです．初期の光通信では，レーザの点灯と消灯を
組み合わせその信号を送っていたわけです．ただ，それでは効率

長谷宗彦 M u n e h i k o  N a g a t a n i

＊	デジタルコヒーレント技術：デジタル信号処理とコヒーレント検波を組合
せ，光の強度・位相・偏波に効率的に情報を乗せ，通信の大容量化と長
距離化を実現する技術．

URL	 https://journal.ntt.co.jp/article/38170

DOI	 https://doi.org/10.60249/26021301
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が悪いため，その中間の状態でも信号を送ることを可能にする技
術が生まれました．電灯の明るさで例えると分かりやすいですが，
もっとも明るい状態と完全に消えた状態以外に，光量を抑えたか
たちでの点灯も電灯なら可能です．この中間の「0.8」とか「0.6」
とか「0.4」といった異なる強度の明るさでも信号を送ることがで

きるようにしたのが，現在の「デジタルコヒーレント」光通信技
術です（厳密には光の強度だけではなく，光の波としての位相や
偏波にも情報を乗せています）．この「 0 」でも「 1 」でもない
中間状態に信号を乗せるために，デジタル信号をいったん「アナ
ログ信号（=多値の信号）」に変換する必要が生じます．これを

日本国内のインターネットトラフィックの推移

(年)

総
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出典 : Estimates for Internet Traffic in Japan 
(Ministry of Internal Affairs and Communications, Japan)
https://www.soumu.go.jp/main_content/001025519.pdf

新型コロナウイルス
感染症の流行

図1 今後も増加が予想される通信トラフィック
図 1　今後も増加が予想される通信トラフィック

コアネットワーク大容量化の変遷と実装された技術
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送信側で行うのが前述のDACであり，送られてきたアナログ信
号を受信側で再びデジタル信号に変換するのがADCというわけ
です．このように「 0 」でも「 1 」でもない中間の状態でも情報
を送ることが可能となったため，伝送容量は格段に上昇しました．

私の研究は，このDACやADCの部分に周波数変換などの複合
的な機能を備えた「極広帯域アナログIC」を加えることで，さら
に飛躍的に伝送容量を上昇させようというものです． 

■極広帯域アナログIC技術について教えてください．
私が提案している「極広帯域アナログIC」には，送信側に設け

る「AMUX」と受信側に設ける「ADEMUX」があります．これ
らのICはアンプ（増幅）とミキサ（周波数変換），そしてコンバ
イナ（合波）などの機能を併せ持つICです．これらのICを従来
のDACやADCと組み合わせて使用することで，従来の光送信器
や光受信器が有している帯域性能面での制限要因をなくし，限界
を突破しようと考えています（図 3）．

現在の汎用的なICにはシリコン系半導体（CMOS：Comple-
mentary Metal Oxide Semiconductor）が主に使われていま
すが，2019年の段階ではNTTが長年研究開発を進めてきた「InP 
HBT（リン化インジウム系ヘテロ接合バイポーラトランジスタ）」
という高速トランジスタ技術を活用したICを設計し，作製しまし
た．このInP系半導体は，シリコン系半導体に比べて集積規模（多
機能性）や量産性などいくつかの不得手な部分はみられるものの，

高速性や高耐圧性においては目覚ましい向上を図ることができま
す（図 4）．その結果，世界に先駆けて110 GHz帯域を持つAMUX
およびADEMUXを実現しました．

 これ以降も，NTT未来ねっと研究所と連携して 1 波長当り 1  
Tbit/sを超える長距離光伝送の実証に成功し，さらに同研究所と
の連携を推し進めて前人未到の200 GHz帯域性能を実証，世界レ
コードを更新する 1 波長当り 2  Tbit/sの光伝送にも成功しました．

これらの「極広帯域アナログIC」についてはハイエンドの計測・
実験用途として製品化・実用化を進めているのが現状です．そし
て，この状況に甘んじることなく10年後には300 GHzを達成目標
に，この技術をさらに進めていきたいと考えています．

■研究で苦労された点や今後のご研究に向けた課題点を教えてく
ださい．
AMUXやADEMUXは，これまでにない機能を持つ全く新しい

アナログICです．そのため光通信システムへ組み込むにあたって，
どの程度の性能が必要になるかといった性能要件が全く不透明な
状況から手探りでスタートせざるを得ませんでした．完成した試
作品を実際の光伝送実験などへ適用し，その結果からフィードバッ
クを得るという試行錯誤を繰り返し，多岐にわたる回路特性がど
うあるべきかを導き出し，何度も試作を重ねて改善を加えてきま
した．また実験への適用も，一朝一夕にはいきませんでした．IC
の中核回路が完成しても，それをパッケージに格納して同軸ケー

AMUX

「極広帯域アナログIC」を用いた光送信器の帯域性能拡張（送信側AMUXの場合）

信号は受信器側の
ADEMUXへ

↓実際の「AMUX IC」（左）と「AMUXモジュール」 （右）

サイズ : 13.6mm × 13.6mmサイズ : 2mm × 2mm

図3 「極広帯域アナログIC」の仕組み図 3　「極広帯域アナログIC」の仕組み
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ブルなどでほかの装置と接続できるモジュール形態に仕上げなけ
れば実験に使用できませんし，ユーザにも使ってもらえません．
まだ世に出ていない帯域性能のICを格納するための低損失な高
周波パッケージも当然ありませんでしたから，新たに専用の高周
波パッケージを作製するのに数年がかりとなりました．

こうしたテクニカルな面はもちろんですが，グループ会社での
この技術の製品化においては，研究開発の早い段階から潜在ユー
ザと対話を重ね，ふさわしい適用領域を決定する必要もありまし
た．また，私 1 人でできることには限界があるため，周りの人た
ちと目標を共有し協力していただくことが大変重要でした．まだ
かたちになっていない段階から，労を惜しまず協力していただい
た皆さんには本当に感謝しています．これまで本研究開発にかか
わってくださった方のどなたか 1 人でも欠けていたらここまで進
めることはできなかったと思います．

私たちの目的は「持続的な通信の進展を支える」ことなので，
本技術が真に通信で必要となったらタイムリーに技術展開できる
よう，今後さらに研究開発を進め技術を磨いていくつもりです．
技術的には，さらなる広帯域化（200 GHzを超える帯域）と機能
集積化を進め，電力・サイズ共に厳しい制約がある光送受信器に
より適合するよう技術を仕上げていく予定です．また，実用展開
の側面では，ボリュームをさばく必要がある通信応用では製造性，
量産性の改善がポイントになりますので，協力していただける仲
間をさらに増やしていく必要があります．

光量子コンピューティングにも手を伸ばして，
新たなアプリケーションの世界へ

■この技術によって実現される事象や応用先について教えてくだ
さい．
現状，この「極広帯域アナログIC」技術のメインの応用先は光

通信になりますが，すでに研究開発用のハイエンドな実験や計測
分野での実用化に着手しています．現段階でもこの技術の潜在的
なニーズは広く存在し，「無線通信」や「センシング」など広帯
域信号を扱うほかの分野への展開も視野に入れています．また，
NTTが近年力を入れて取り組んでいる「光量子コンピューティン
グ」の分野では今後この技術が求められる可能性があるため，応
用先は通信だけにとどまらず，これからは新たなアプリケーショ
ンの開拓にも挑んでいきたいと考えています．

NTT が め ざ す IOWN（Innovative Optical and Wireless 
Network）構想では，光通信のシステム容量を今まで以上に拡
張していく必要があります．本技術は伝送容量を改善するための
手段の 1 つとして役立てることができます．また，IOWNの描く
世界では光電融合技術をベースとして，現在は電気配線が主流と
なっている近距離接続まで光に置き換えていくことをめざしてい
ますが，広帯域な光デバイスと帯域に制限のある電子デバイスの
間ではどうしても性能ギャップが生じるため，電気から光への変
換部の効率については改善余地があるととらえています．私たち
が本研究テーマで提案する技術は，この電気から光への変換部分
の効率改善にも大きく貢献できるはずです．

図 4　素材で変わるトランジスタの性能
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■研究にあたって大事にしていることや理念などはありますか．
今回のインタビューで改めて考えてみると，誰もやっていない

こと，誰もやれていないことに挑戦することを常に意識して研究
開発に臨んでいるということです．

一言で言うなら「進取果敢」でしょうか．ただ，それが独りよ
がりなものにならぬよう，現在使われている技術やその動向を正
しく理解，分析し，まだ誰も気付いていない問題や潜在的な課題
をいち早く見つけ出し，新たな解を導き出すという流れで研究を
してきました．そして行動するときには決断力を持って大胆に．
これからもトレンドに乗るのではなく，新たなトレンドを生み出
すような仕事をしていきたいと思います．

■所属されているNTT先端集積デバイス研究所について教えて
ください．
NTT先端集積デバイス研究所は，事業や社会で新たな展開や

大きなインパクトを産むような競争力あるデバイス技術の研究開
発を進めています．例えばフォトニクス（光），エレクトロニク
ス（電子），マテリアルサイエンス（材料科学），バイオサイエン
ス（生物科学）の領域で，驚きを創出する新技術の創出をめざし
ています． 

またNTT研究所では全社的に実施されている実践的な育成シ
ステムがあります．入社 1 年目は研究者としての基礎的なトレー
ニング期間ですが，2 年目からは自分でテーマを立案し，そのテー
マに沿って，指導者（入社10〜15年目の先輩社員）や複数名のア
ドバイザー（それぞれの研究内容に則した専門家）のもと，主体
的に研究を進めていきます．さらに 3 年目には，研究経過や成果
を数百人規模の研究者たちの前で発表する機会があります．これ
によって研究の着手の仕方や進め方，どのように課題設定しその
課題に対してどのようにアプローチしていくのか，などを具体的
に学ぶことができます．また，私自身もそうですが，入社後に博
士号を取ることも奨励されています．特に海外の学会などでは，
博士号を取得すると大きく扱いが変わりますので，大変有効な施
策だと思います．このような育成システムを徹底することによって，
海外でも通用するプロフェッショナルな研究者を数多く輩出し続
けています．

■研究者・学生・ビジネスパートナーの方々に向けてメッセージ
をお願いいたします．
私は2007年にNTTに入社してから，すでに20年近く研究者と

して過ごしてきました．今回は現在比較的順調に進められている
研究テーマをお話しさせていただきましたが，過去には研究から
開発，実用化への移行に失敗し，道半ばで断念せざるを得なかっ
た経験もあります．その研究が断念に至った理由はさまざまです

が，研究をスタートした時点と断念した時点での社会的ニーズの
変化を上手にとらえきれなかったことが一因であったと今では理
解し，反省しています．この私の経験のように，研究は決して自
己完結させるものではありません．成果を具体的な価値として社
会に提供することが重要で，そのためには協力者や潜在的なユー
ザなど他者との議論や協力が必要となります．その時々に何が求
められているかを理解し，時節に合わせて認識を随時アップデー
トしていくことが不可欠となります．私も過去の反省を活かして，
現在の研究ではことあるごとに今の研究の価値とは何か，今の取
り組みが誰の役に立つのかを客観的に考え，他者とも議論しなが
ら進め方を見直すことを意識的に行っています．

最後になりましたが，NTTには多岐にわたる技術領域において，
一線で活躍されている研究者が数多く在籍しています．研究から
実用化までを一気通貫で主体的に取り組める環境もあります．ま
た，1950年の吉田五郎初代所長の言葉，「知の泉を汲んで研究し
実用化により世に恵みを具体的に提供しよう」というメッセージが，
まさに私たちの進むべき方向を示してくれています．私も引き続
き，皆さんとも意見を交換しながら，「世に恵み」を具体的に提
供すべく研究開発に邁進していきたいと思います．

そしてこれからの若い方たちに 1 つだけ伝えたいことは，何事
も臆せずに「進取果敢」にチャレンジしてほしいということです．
誰もやったことのない誰もやれていないことの中に何か大事な発
見があるのだと私は信じています．

（今回はリモートにてインタビューを実施しました）
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最先端テクノロジと現場ノウハウの融合により，持
続可能なインフラメンテナンスの実現をめざして

■ 設立の背景と会社の概要について教えてください．
ジャパン・インフラ・ウェイマーク（JIW）は，NTT西日本の
100％子会社として2019年 4 月に設立されました．社名の「ウェ
イマーク（Waymark）」は「道標」を意味し，NTT西日本グルー
プで培ってきた設備管理の実績を基に，これからのインフラ点検
のあるべき姿を示していくという決意を込めています．
私たちが立ち向かう社会課題は，「技術者不足」と「社会イン

フラ老朽化」の 2つです．少子高齢化により，2030年には15～65
歳の生産年齢人口比率が 6割以下となり，労働需要に対する人材
不足は644万人まで拡大すると予想されています．建設業や製造
業では，労働力人口の減少に伴い人員自体が不足しているのに加
え，経営者が求める理想のスキルを持った熟練労働者が不足して
いる状態も大変深刻化しています．
一方，社会インフラの老朽化は高度経済成長期に多くの土木構
造物が建造されたことに起因しており，道路橋では50年以上経過
する施設の割合が2030年 3 月で54％，2040年 3 月には75％と加速
度的に高くなります．インフラの寿命を延ばし，ライフサイクル
コストを縮小するためには予防保全に基づいた計画的な更改マネ
ジメントを行う必要があり，そのためには点検により適正に設備
の現状を把握することが重要です．
こうした課題に対し，JIWは「支える人を，支えたい」を合言
葉に，まさに「社会インフラを支える人を最新技術で支える」べく，
メンテナンス技術×ICT・AI（人工知能）技術×ドローン技術に

よりインフラ設備の点検を革新し，新技術をすべての人が使える
世界をめざしています．
JIWの最大の強みは，最先端のテクノロジ（ドローン，AI，ソ

フトウェア）に精通した社員と，橋梁点検士のようなインフラ点
検の現場に精通した社員が共に働いていることです．この 2つの
専門性を持つ技術者集団として，さまざまなインフラ点検に対す
るベストソリューションを提供しています．

ドローン点検のパイオニアとして累積6200件以上
の点検を実施

■どのような事業を展開しているのでしょうか．
JIWは設立 7年目で，累積6200件以上の点検を実施してきまし

た．ドローン点検のパイオニアとして，さまざまなPoC（Proof 
of Concept）を経ながら点検対象の拡大も進めています． 
橋梁点検においては，点検支援技術性能カタログに掲載してい

る「全方向衝突回避センサを持つ小型ドローン技術」などを活用
し，全国で年間約300橋の点検を行っています．JIWでは，米ドロー
ンメーカ（Skydio社）と共同開発した点検特化ドローンを使用
することで，非GPS環境下でも飛行でき，狭あい部でも衝突回避
機能により進入し対象を撮影することができ，高精度に損傷を検
出することが可能です．
また，高性能な機体とこれまでの橋梁点検で蓄積してきた運用

ノウハウに加え，既存手法も含めた橋梁点検を熟知したメンバと
で点検内容をコーディネートしています．発注元の建設コンサル
タントからの要望を踏まえ，ドローンなどの新技術と既存技術の

ジャパン・インフラ・ウェイマーク
矢倉良太社長

高度経済成長期に整備された日本のインフラ設備は，敷設から50年以上が経過し，老
朽化が深刻な課題となっています．加えて，維持管理にかかわる技術者不足と財源不足
は年々深刻化しており，従来の点検手法だけでは対応が困難な状況にあります．このよ
うな「100年に一度の大転換期」にある社会課題の解決に向け，ドローンとICTを駆使し
たインフラ点検サービスで注目を集めているのが，ジャパン・インフラ・ウェイマーク
です．2019年の設立以来，全国6200件以上もの橋梁，鉄塔，道路で点検を手掛けてきま
した．今回，矢倉良太社長に事業内容，最新の取り組み，および「支える人を，支えたい」
というミッションに込めた思いについて伺いました．

株式会社ジャパン ･インフラ ･ウェイマーク
https://www.jiw.co.jp/

メンテナンス技術×ICT・AI技術×ドローン技術
で“支える人を，支えたい”

URL https://journal.ntt.co.jp/article/38168

DOI https://doi.org/10.60249/26023001
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優位性を交え，橋梁の状況に合わせた点検を提案しています（図 1）．
さらに，自社開発のボート型ドローン（Waymark Boat）に
よる洗堀＊1調査を行っています．「レッドロープ測定」と呼ばれる，
重錘付きロープを用いて橋上から河床高さを測定する従来手法の
場合，測定者のスキルや強風の影響により測定誤差が発生するだ
けでなく，橋梁上の交通に対する作業員の安全確保に課題があり
ました．ボート型ドローンによる調査では，従来手法と比較して
測定数を容易に増やせ品質向上が期待できるほか，安全な場所か
ら測定でき，作業時間の短縮も見込めます（図 2）．
JIWは，紙の調書（野帳）のデジタル化やAI活用による整理

業務DX（デジタルトランスフォーメーション）にも力を入れて
います．従来の橋梁点検作業では，野帳に手書きで記録し，後か
ら写真と照らし合わせる方法が一般的でした． 5 年間で全国約
1000橋のドローン点検を実施してきましたが，手書きの修正や写
真整理の手間，記載ミス，現場点検後の写真整理の煩雑さなど多
くの課題に直面しました．折角現場の橋梁点検をドローンにより
効率化できても，その後の整理業務に多くの時間を要していたの
です．そこで，2025年 5 月に現場の困りごとを解消するための真
に必要な 9つの機能を盛り込んだ「Waymark Note」をリリー
スしました．現在，インフラ業界では，産学官が一体となりイン

フラDXを進めていますが，この業界ではDXが実現される前段
でデジタイゼーション（アナログ・物理データのデジタルデータ
化），デジタライゼーション（個別の業務・プロセスのデジタル化）
の 2つのステップを乗り越える必要があります．このステップで
現場作業の効率化を支援するアプリケーションとして開発を続け
ており，広く業界に根差していくことをめざしています．

暗渠・下水道点検から風車無停止点検，「空飛ぶ
避雷針」まで新領域へ挑戦

■最近のホットなテーマについて教えてください．
地震や線状降水帯による豪雨など，日本では災害が後を絶ちま

せん．これにより道路・橋梁をはじめとする社会インフラの倒壊
や河川の氾濫が発生し，住民の穏やかさが脅かされています．
一方で，これまで人間の出入りが困難で点検が難しかった場所

にも，前述のボート型ドローン等を活用し，点検ができるように
なりました．そこで湾岸護岸や区間の大部分が暗渠となっている
用水路，下水道などの点検・実証実験を実施してきており，建設
コンサルティング会社などから多数相談をいただいています．
2024年 1月に実施した樋管函体内部における水上ドローンを使用
した点検例について紹介します．樋管とは，河川堤防を横断して
設置される構造物で，内部には水が流れており，人による点検が
極めて困難な施設です．第 1回目の点検では，樋管函内でドロー
ン本体との通信接続が切れるおそれのあることが課題として挙げ
られました．この課題を受けて，JIWは60 GHz無線通信装置を
搭載した全方向水面移動式ボート型ドローンを自社で開発しまし
た（図 3）．60 GHz帯では直進性が高く，トンネル状の構造物内
でも安定した通信が可能になります．また2024年 7 月の第 2回目
の点検では，この新開発のドローンを使用し，搭載された高解像
度カメラにより，ひび割れの長さや剥離の面積などの定量的な把

図1 ドローンを用いたインフラ設備点検イメージ
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図2 洗堀調査・深浅調査イメージ
図3 カメラ搭載式ボート型ドローンと60 GHz無線通信装置（ecdi＊2）

図 1　ドローンを用いたインフラ設備点検イメージ

図 2　洗堀調査・深浅調査イメージ 図 3　カメラ搭載式ボート型ドローンと
60 GHz無線通信装置（ecdi＊2）

＊ 1 洗堀：川の流れで橋の足元が削られる現象．
＊ 2  ecdi：株式会社パナソニック システムネットワークス開発研究所製の

60 GHz帯を用いた小型・軽量の無線通信装置．有線LAN同等の高速・
低遅延通信を無線で実現．
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握が可能な3Dテクスチャモデル化の検証も実施しました．従来
は点検員の経験と勘に頼っていた損傷評価を，客観的なデータに
基づいて実施できることが大きな進歩です．
次世代の技術として，さまざまな基礎研究における実証を依頼

されることもあります．これまでNTT研究所からもさまざまな
実証実験を依頼いただいており，風力発電をはじめとした風車を
無停止で点検する技術開発や米TIME誌「Best Inventions of 
2025」に選出された「空飛ぶ避雷針」の検証などに携わらせてい
ただいています．
「空飛ぶ避雷針」プロジェクトでは，JIWが雷雨下におけるワ
イヤ装着ドローンの安定運行を担当しました．2024年12月～2025
年 1月の期間，島根県浜田市山間部でワイヤをつけたドローンを
高度300 mまで飛行させ，ドローンを使用した誘雷に世界で初め
て成功しました．また，誘電後も耐雷ケージを具備したドローン
は安定して飛行を続けていたことを確認しています．
風力発電風車の無停止点検技術においても，JIWは 2機の自律

飛行ドローンの飛行について担当しました．この屋外実験に向け
ては， 2機のドローンが一定の距離を保ちながら同期して飛行す
るための制御技術を開発し，実際，上空30 mでの微弱無線の送
受信に成功しました．さらに，JIWが独自制作したAIカメラに
よるドローンの風車追従自律飛行技術を開発しており，回転する
風車ブレードをドローンが自動追尾しながら点検する技術の実現
をめざしています．
2040年時点で約3600基の洋上風力発電の風車が日本沿岸に建設

される計画であり，保守運用効率化が課題となっています．この
ような最先端の技術開発に，JIWのドローン技術で貢献していけ
ればと考えています．

■今後の展望についてお聞かせください．
日本の労働人口の減少は続いており，既存手法による点検だけ
では社会インフラが維持できなくなる未来が迫っています．今後
もJIWの開発の強みを活かした新たな点検手法でインフラ寿命を
延ばし，ライフサイクルコスト低減を図り，持続可能な社会の実
現を下支えしたいと考えています．またNTT研究所をはじめと
するNTTグループ各社とも連携し，AI技術の高度化や自動飛行
技術の確立など，さらなる技術革新を推進していきます．
「新たなインフラ点検手法を創造し，携わるすべての人が使え
るようになること」をビジョンに掲げ，お客さまのニーズや時代
に合ったサービスを提供するとともに，既存手法にイノベーショ
ンを起こし，お客さまに支持され，地域の皆様にも頼りにされる
会社を社員一丸となってめざしていきます．

担当者に聞く

現場経験を活かし，建設コンサルタントなどへ
新技術を提案
事業推進部　 
インフラDX推進担当 
担当課長

下庄 孝弘　さん

■担当されている業務につい
てお聞かせください．
建設コンサルタントやインフ

ラ構造物の管理者へ向けたドロー
ンなど，新技術を活用した点検サービスの営業を担当しています．
インフラ構造物の点検は有資格者により実施されるため，サービ
スの品質やスピードなど弊社の技術力を上手にPRできなくては，
土木の専門技術者である顧客に理解は得られません．よって打ち
合わせだけでは伝わりにくい技術的な優位性を，いかに分かりや
すく示せるかが鍵となります．
私は，従来手法での点検実務を行ってきた経験を活かし，お客

さまや業界の課題に適した新技術の提案を進めています．その際，
受託点検の現場へも足を運び，直接お客さまと対応し，生の声を
聞くとともに，現在自社が行っている点検業務の実態を把握し，
さらなる生産性の向上やDX推進のための課題を見つけています．
併せて，システム化の必要性がある課題については，自らそのシ
ステムを試行し，実用化が見込めるものについては社内活用や外
部サービス化を検討しています．

■今後の展開についてもお聞かせください．
JIWの強みは，点検技術者とハード開発者，ソフト開発者が共

に協力し合いながら働いている体制にあります．業界のニーズを
的確にとらえ，新たな提案を重ねることで，47都道府県で1200橋
を超える点検業務を実施してきました．
一方，これまでは得意分野を持った少数精鋭のスペシャリスト

たちが，各々の技術力で会社の礎を築いてきましたが，今後のさ
らなる事業規模の拡大に向けては組織化が重要になります．技術
レベルを落とすことなく規模を拡大し組織化していくため，蓄え
てきた尖った技術を標準化することにより集団での技術レベルの
平準化を的確に進めていきたいと考えています．建設コンサルタ
ントに対しても専門的な技術支援ができる水準を維持しつつ，土
木業界で特に深刻な人手不足の課題に立ち向かうべく，DXの推
進に貢献していきます．
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現場起点の改善で，品質と生産性を両立するDXを
めざす

開発部
開発担当
主査

森田 賢徳　さん

■担当されている業務につい
てお聞かせください．
私は，橋梁点検等支援アプリ

「Waymark Note」の開発を担
当しています．小規模チームの
ため，現場ヒアリングから改善企画，UI（User Interface）/UX
（User Experience）の設計や実装，運用・保守まで一気通貫で
担っています．Waymark Noteは，野帳のデジタル化を起点に，
点検後の帳票作成・集計までをつなぎ，業務全体の稼働低減をね
らうアプリです．
ところで，橋梁点検の現場は依然として紙運用が中心です．
DXが定着しにくい最大の要因は「現場での作業時間がタイト」
であることでした．つまり，従来のアプリでは後工程の省力化を
優先しすぎたため，現場での入力が膨らんでしまい，点検時間が
長引き，結果として「忙しいときほど紙に戻ってしまう」という

アプリが定着しない現象が起きていたのです．
この反省を踏まえ，Waymark Noteでは「手書きに近いスピー

ドで迷わず記録できる」入力体験を最優先に，熟練点検メンバと
短いサイクルで改善を回しています．加えて，マークシート型入
力やCSV出力，集計の自動化など，現場と後工程を分断せずに
つなぐ改善も進めています．
また，現場で不具合が発生すると点検のやり直しや一時中断に
つながるため，データの安定性確保は最重要課題です．全件保存・
高頻度バックアップなどにより入出力処理が増加するため，ユー
ザによる体験やOS差異に起因する不具合まで含めた検証テスト
を重ねています．さらに少人数による開発でもアプリの品質を担
保できるよう，生成AIを活用したコードレビュー支援，テスト設
計，試験自動化などにも取り組んでいます．

■今後の展開についてもお聞かせください．
橋梁に限らず多くのインフラの管理について，人手不足や若手

育成，老朽化は深刻な社会的課題です．これらに対し，単なるペー
パレス化にとどまらず，現場の負荷を増やさず点検の品質を上げ
ていくDXをめざします．
具体的には，どのような業務や現場にも対応できるアプリの汎
用性（適応力）の向上，ターゲットユーザの拡大，標準化・可視
化による技術者育成のハードル低減に取り組み，現場起点で改善
を横展開していきたいと考えています．

■全国を飛び回る技術者集団の日常
JIWではハードウェア開発を行っているため，専用の開発室があるとのことです（写真 1）．試作中のドローンや部材作成用の3Dプリ
ンタなどもあり，雰囲気はさながら大学の機械系研究室のようです．打合せに来られたお客さまも興味津々とのこと，技術開発の現場を
直接見ていただくことで，JIWの技術力への理解を深めていただいているのではないでしょうか．一方，点検現場では，ドローンによる
点検の実力を見るために，発注した自治体など関係部署の方が見学に来られることもしばしばあるようです．見学会にとどまらず，即席
の意見交換会が開かれることも多いとのことで，現場でのリアルなコミュニケーションを通じて，お客さまのニーズをより深く理解する
機会となっているのではないでしょうか．また全国で案件を獲得していることもあり，事務所にはさまざまな地域のお土産が並ぶそうで
す（写真 2）．誰かが置いていく差し入れもあり，リフレッシュエリアはいつも充実しているとのこと．全国各地で活躍する社員どうしの
つながりを感じられる，温かい職場環境が形成されているようです．

ジャパン ･インフラ ･ウェイマーク ア ･ラ ･カ ･ル ･ト

写真 2　全国各地のお土産が並ぶ写真 1　開発室の様子
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風力発電所のバードストライク対策AIシステム
　再生可能エネルギーの 1つである風力発電事業では，飛来する鳥の風車ブレードへの衝突（バードストライク）が野生生物保
全と風力発電推進の両立をめざすうえで課題となっています．周辺の自然環境との調和とともに社会インフラを維持することが
重要視される中で，その対策が求められています．NTTドコモソリューションズはAI（人工知能）活用による「バードストライ
ク対策AIシステム」（広角カメラで遠方の鳥を検出，PTZカメラで追尾拡大撮影，AIで鳥種を画像判定するシステム）を開発し，
風力発電事業者と共に各地のフィールドで実証を行っています．本稿ではこのシステムの必要性と技術について解説します．

バードストライク対策について

風力発電の適地は自然豊かな地域が多く，飛来する鳥も多岐に
わたります．いつどのような鳥が，どのような飛翔経路をとるの
かを把握し適切な対策を立てることは，自然環境への配慮のため
にも重要です．脱炭素と生物多様性を両立するため，多くの知見
と最新の技術を融合したソリューションが求められています．
NTTドコモソリューションズでは，風力発電の事業運営において
適切な対策を可能とするために，鳥類飛来を監視・画像分析・デー
タ活用を行う「バードストライク対策AIシステム」を提供してい
ます．

NTTドコモソリューションズの 
「バードストライク対策AIシステム」の構成

「バードストライク対策AIシステム」の構成としては，遠方で
飛翔する鳥の検出，拡大撮影，鳥種判定，衝突防止対策という流
れとなります（図 1）． 
遠方で飛翔する鳥の検出として，理想的には 1 km以上先の鳥

を検出し，衝突コースにないかを自動判定することになりますが，
これには光学の広角カメラや，船舶用の電波レーダが使われるこ
とが多く，それぞれメリット，デメリットがあります．それに関
しては後述しますが，現在，NTTドコモソリューションズでは光
学カメラを使用して鳥の検出を行っています（図 2）． 
拡大撮影では超望遠のPTZカメラ＊1が使われることが多く，

このカメラではパン，チルト，ズームを制御し，カメラの向きを
調整し，飛翔体を追跡，追尾し，拡大撮影を行います．
鳥種判定では，飛来した鳥がどのような種類の鳥かを判定しま

す．拡大撮影画像からDeepLearningなど画像認識AI（人工知能）
で判定します．本システムでは後述するマルチモーダルAIにより，
複数のAIを組み合わせ，より精度の高い判定を行います．AI鳥
種判定の後は，検知した情報を基にオペレータに通知して対策ア
クションを促します．

光学カメラと電波レーダによる 
検出システムの比較

■光学カメラによる検出システム
広角カメラで広い視野をカバーしようとすると遠方での解像度

が不足します．視野角を60～90度にすると，これは一般的な広角
カメラの画角の中では狭い方ですが，それでも700～800 m離れ
た鳥のサイズは撮影画面上で数ピクセルの黒い点になってしまい，
鳥の飛翔と判定するのは非常に困難となります．また，天候（霧，
ガス）や日照（照度不足）の影響も受けると，遠距離での認識は
さらに困難なものになります．これにはカメラの複数設置化によ
る視野の分割，分担や，撮像素子の解像度アップ（4K，8K化）
で対応する必要があります．光学カメラのメリットとしては機材
の価格が，電波レーダなどに比べて比較的安価ということがあげ
られます．
■電波レーダによる検出システム
電波レーダでは水平方向360度全周で鳥を検出できますが，丘

陵地などで地面からの電波反射ノイズを考慮すると，仰角が低い
水平線方向の監視は非常に困難です．これは水平方向へレーダ電
波を発射すると丘など大地からの反射波に鳥の反射波が埋もれて
しまい鳥を検出することができないからです．よって，水平線近
くで低高度を飛ぶ鳥は発見しにくくなります．
また，カメラで見るのと違い， 1台のレーダでは水平方向と同
時に縦方向（垂直方向）にアンテナを回転させることができず，
飛んでいる鳥の高度を計測することができません（図 3）．カメ
ラではＹ軸方向の位置で高さが分かります．
しかし，レーダは上空においては天候や日照の影響を受けずに
2～ 3  kmの距離を見通せる大きなメリットがあります．
レーダでもっとも課題となるのは電波使用に関する手続きです．

URL https://journal.ntt.co.jp/article/38166

DOI https://doi.org/10.60249/26023101　

図1 システム処理のフロー

広角カメラによる
鳥の飛翔検出
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対策アクションの
ための通知

バードストライク対策AIシステム

図 1　システム処理のフロー

＊1 PTZカメラ：パン，チルト，ズームの制御ができるカメラ．
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船舶用レーダを陸上で使うためには，サイトごとに無線局の免許
申請，許可が必要になるうえ，無線従事者資格を持った人員を用
意，配置する必要があります．さらに他の電波施設との関係で，
電波を放出する方向に規制を受けることもあります．また，レー
ダ機器の設備コストは一般的に非常に高価なものとなります．
これらのことから光学カメラシステムの方が使いやすく，メリッ

トが大きいことが推測されます＊2．
NTTドコモソリューションズの「バードストライク対策AIシ
ステム」では光学的な広角カメラとPTZカメラによる追尾拡大撮
影部を持ち，AIによる鳥種判定を行っています．システム各部に
ついてさらに詳細に説明します．

広角カメラによる移動体検知と 
PTZカメラによる追尾拡大撮影

■極座標変換による追尾誤差の最小化
本システムでは広角カメラで見た遠方のXY平面画像上の視線
方向を極座標に変換し，PTZカメラを向けますが，これには事前
の校正（機器やシステム自体の微調整）が大切で，正確に追尾で
きるよう，カメラ設置当初に各座標の位置合わせを行う必要があ
ります（光軸の調整）．これには，遠方にマーカーとなるものを

置き，両カメラ視線方向の位置合わせを行う方法と，遠方景色の
特徴点を使いコンピュータビジョン上で正確に位置合わせを行う
方法があります．いずれの方式でも，正確に座標位置（光軸）を
合わせて校正する必要があります（図 4）． 
■動体検出，追尾
追尾ではまず，広角カメラで遠方の鳥を認識しますが，この撮

影画像上では数ピクセルの点にしか見えません．この状態ではAI
認識を行うことはできないため，AIによる鳥種判定は拡大撮影し
た後に拡大した画像に対して行うことになります．
この数ピクセルにしかならない動く点を画像処理の動体検知技
術で識別し，その方向にPTZカメラを制御しながら向けます．
■移動方向予測と拡大撮影タイミング
PTZカメラを移動体方向に向ける場合，制御のタイムラグが発
生するため，ある程度，移動体が動く方向を予測しながらカメラ
を向けることになります．
また，ズームによる拡大撮影では，いきなりズーム倍率を高倍
率に上げると視野が狭くなり，対象の鳥が撮影視野の範囲から外
れ見逃す危険があるため，段階的にズームアップ撮影していく戦
略をとっています．こうすることで，拡大画像時の撮り損じを抑

(a) 実証中の本格設置システム (b) 環境アセスメント用仮設設置システム

図2 バードストライク対策AIシステム

図 2　バードストライク対策AIシステム　

(a) レーダ反射波の図

鳥からのレーダ反射

丘からのレーダ反射ノイズ

(b) 高度の測定に必要なレーダの縦回転

鳥からのレーダ反射

ｈ

図3 電波レーダによる検出システム
図 3　電波レーダによる検出システム

＊2 NTTドコモソリューションズでは今後，両方式を比較検証予定．
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えています（図 5）．
鳥種識別のため，ズーム倍率が大きいにこしたことはありませ

んが，あまり大きくしすぎるとフレームアウトするため，適切な
頃合いで段階的に拡大ズームし撮影することが重要です． 
■複数の鳥飛翔における撮影優先順位
PTZカメラ設置が 1台の場合，複数の鳥が飛翔しているときに

は優先順位をつけ，どの鳥から追尾するか決める必要があります．
これには，風車により近く，より接近する可能性が高いものを
推測し，優先順位を決め，順に追尾撮影を行います．

各種課題と対策

■動体検知における各種誤認識対策（認識し，あらかじめ追尾対
象から外すなど）
動体検知ではさまざまな「動くもの」が誤認識のノイズとなり

ます．これには，虫，雪，雲，草木の揺れなどがあります．検出
対象の鳥が撮影画像上数ピクセルしかないため，いかに誤認識の
ノイズを減らすかが検出精度向上の鍵となります．
① 　昆虫：山間部の風車設置サイトでは，特に夏になるとトン
ボなどの昆虫が多く発生することがあり，この誤認識対策は
必須です． 
② 　雪：降雪地帯では，冬場に空中を舞う雪の誤認識対策が必
須です． 
③ 　雲：空を流れる雲も，風が強い日は動きが速く，誤認識対
策が必要となります．これには，雲を個別に認識判断し除外
しています．
④ 　植物（草木）：特に山間部や丘陵地帯に風車が設置されて
いる場合は，ススキや木の小枝など風で揺れる植物が動体誤
検出のノイズとなります．事前に草むらエリアを認識対象外
として画像上マスクしておくか，常に揺れている枝葉部分を
画像処理技術でまとめて領域化し，その領域部分を自動的に
マスクし，取り除くことを行っています（図 6）．

■山間部の背景における移動体認識の難しさ
青空背景であれば，移動体の検出は比較的容易ですが，山間部

などで背景が樹木の場合は移動体検出の難易度は上がります．
動画全フレームで，毎回AI認識処理を使えればよいですが，処
理が重く，処理速度が問題となります．また，そもそも検出対象
が数ピクセルしかないのでAI認識には適しません．
そういった理由から，海外製品など他社製品では，青空背景限
定の製品もあります．NTTドコモソリューションズの「バードス
トライク対策AIシステム」では，日本では多い山背景の鳥検出も
対応可能です．

図6 飛翔方向予測追跡と段階的拡大撮影

予測追尾しながら，段階的にズーム倍率を上
げていくことで拡大撮影の成功率を上げる

PTZカメラの撮影画像 PTZカメラ画像の鳥部分を
さらに拡大した画像

広角カメラの撮影画像

図 5　飛翔方向予測追跡と段階的拡大撮影

x

図4 極座標に変換して撮影対象にPTZカメラを向ける

広角カメラ（XY平面座標）

y

0

PTZカメラ（極座標）Θ’ PTZカメラ（極座標）

Θ

0

図 4　極座標に変換して撮影対象にPTZカメラを向ける
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■マルチモーダルAIによる鳥種判定
複数のAIを組み合わせた鳥種判定．本システムでは，広角カ

メラの点サイズの鳥の飛翔識別AI，ノイズとなる鳥以外の物体の
判定Al，レーダ画像上の鳥識別AI，PTZカメラの鳥拡大画像に
よる鳥種判定AI，鳥の飛翔パターンによる鳥種判定AIなど，複
数のAIを組み合わせて鳥種の判定を行っています．複数のAIを
組み合わせることで，より精度の高い鳥種判定識別を行うことが
できます．
■風車サイトの広大さに関する課題
風車は山間部や，丘陵地帯の広大な範囲に設置されています．
広大な視野や，見通し距離をカバーするには広角カメラを複数台
設置するなどして，視野範囲やゾーンを分割分担する必要があり
ます．これは通常の防犯監視カメラ設置と同様の考え方です．
■通信インフラ・電源整備の課題
山間部の風車サイトでは携帯通信の電波が十分でないところが
多くあります．衛星通信も考えられますが，麓の管理サイトと大
量の映像をやり取りする必要があるため，光ファイバ設置が理想
的です．ただし，ケーブル設置においてはコスト的な課題があり
ます．
また，電源の確保も課題です．風車の根本付近には電源が確保
されていますが，風車から離れたところに監視カメラを置く場合は，
電源を延長する必要があります．
■洋上風力発電サイトにおける課題
洋上では人による監視が非常に困難です．また，監視カメラの

自由な設置も困難なため，風車が設置されている洋上プラット
フォームから，自風車に向かって来る鳥を監視する，もしくは隣
接した洋上プラットフォーム（風車が立っている）周辺を飛んで
いる鳥を監視することになります．プラットフォーム間の距離は
おおよそ一定ですが，撮影距離を考慮してカメラの配置設計をす
る必要があります．
山間部などの陸上とは逆に，洋上では電波法の申請や許可のハー

ドルが下がります．また，丘陵地などからの反射がないため見通

せる距離も長くなり，複数の風車を 1台のレーダでカバーできる
可能性もあると考えます．
また，洋上では，飛んでいる鳥の種類も飛翔の特徴も異なりま
すので，洋上特有の工夫が必要となります．
本システムの検証実験は野鳥保護の公園や，干潟周辺，実際の
風力発電サイトなどで行っています．

ま と め

このように「バードストライク対策AIシステム」では，実践的
な課題に対してさまざまな改善や工夫をしながら機能を高度化し
ています．
NTTドコモソリューションズでは，鳥類保護，生物多様性保護
を実現するため，このシステムをさらに進化させ，実用化を進め
ていきます．また，このシステムは風力発電業界だけでなく，鳥
類生態系モニタリングによる環境アセスメントや空港でのバード
ストライク対策やドローン飛行検知等，他業界にも活用が可能です．
実際に2025年度，NTTドコモの無線基地局周辺での鳥類モニ

タリングにおいても利用実績があります．基地局周辺に本システ
ムを設置し，拡大撮影画像を自動取得し，鳥類専門家の判定知見
も借りながら，基地局周辺に生息している鳥種の統計を取得する
共同実証を行いました．
企業として，ネイチャーポジティブ（生物多様性の維持・回復）

の取り組みは重要でかつ喫緊の課題です．NTTドコモソリューショ
ンズでは，長年培ってきたAI技術をネイチャーポジティブへ適用・
発展させる取り組みを今後も推進していきます．

◆問い合わせ先
NTTドコモソリューションズ
エンタープライズソリューション事業本部
ビジネスイノベーションソリューション部　第 1ソリューション部門

図 6　動体検知における誤認識ノイズ対策（揺れる小枝，ススキ）

図7 動体検知における誤認識ノイズ対策（揺れる小枝，ススキ）

同一範囲で揺れ続ける草木の範囲を動体とし
て検出し，モルフォロジーで動体を連結，消
去することによってマスク範囲を自動で形成

する

動体検知を検出範囲外とする
固定マスク
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